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ABSTRACT

Thereis agreat dea of uncertainty about the distribution of geologic and hydrologic propertiesin
the subsurface and the migration routes and extent of contaminants at most hazardous waste sites.
This is because site data is limited. This research develops four geostatistical techniques which
facilitate the assessment of and/or the reduction in the level of uncertainty associated with
describing the subsurface. First, jackknifing and Latin-Hypercube sampling are used to define the
uncertainty in the experimental semivariogram. Second, directiona differences in the spatial
variation of a semivariogram often cannot adequately be described using anisotropy factors; the
kriging process is modified to accommodate three unique, orthogonal, semivariogram models.
Third, the conditional simulation process is modified to use indicator classes rather than the
threshold level between indicators. Fourth, zones at a site are modeled using individual and merged
model semivariograms.

Using these methods is complex; consequently, a software package, UNCERT, was developed to
integrate data collection, data evaluation, site interpretation, ground water flow and contaminant
transport modeling, and data and model visualization. This software user interface makes the use
of these modified geostatistical methods a practical endeavor.
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(1501 ()= 10

Jackknifing the eleven data points indicated in Figure 2.1 alows
evaluation of uncertainty associated with the semivariogram. The
vertical error-bars define the 95% confidence intervals for the mean
y*(h) of eachlag. The variance around the mean lag is represented by
the horizontal error bars. Each data point represents 1 instance of a

jackknifed experimental semivariogram. This experimental
semivariogram is based on the assumption of an isotropic material
Lo XS T o 1111 o o TS 13

Although anisotropy cannot be identified by evaluating single
semivariograms of the eleven data points, anisotropic character is
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CHAPTER 1 I NTRODUCTI ON

When designing a remediation plan for a hazardous waste site where the ground water is
contaminated, there are several questions of concern about the contaminant: whereisit, whereisit
going, how long will it take to get there, and what can be done to contain or remove it. To answer
these questions, one critical question is, what are the subsurface hydrologic flow conditions.
Unfortunately, asimportant asthis question is, aprecise answer isdifficult to obtain. Thisislargely
because we can only sample a small volume of the site; on the order of one 1/100,000th of the site.
Exploratory drilling is expensive and can create new migration routes between contaminated and
uncontaminated aquifers or zones, outcrops are generally very limited, and the distribution of the
materials that control the hydrologic conditions vary widely. Because of the complexity of the
hydrogeologic flow system, and the scarcity of data, there is usually substantial uncertainty in the
subsurface description.

To describe some of this uncertainty, this research project devel ops several geostatistical techniques
with the purpose of better defining or reducing uncertainty. A software package is also developed
to aid modelers with the data analysis, geostatistics and ground water flow and contaminant
transport modeling. The geostatistical techniques developed here are:

 Jackknifing the semivariogram and Latin-Hypercube sampling. These methods are
useful for defining the uncertainty associated with the semivariogram model definition
and applying that uncertainty in conditional indicator simulation.

* Directional semivariogram models. With traditional kriging techniques, the model
semivariogram is defined and oriented in the direction with the longest spatial
continuity, thus the longest model range. The spatial correlation, not oriented parallel to
the principal axis, is defined by anisotropy factors describing the minor perpendicular
axes. This approach is computationally efficient, but it is limiting. The method
developed in this research allows the modeler to describe and krige each orthogonal axis
independently.
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* Classdiscrete indicator simulation. Traditional discrete indicator simulation techniques
are based on the cumulative probability that a cell is less than a cut-off level or
threshold. When non-continuous, discrete data are evaluated, this approach can be non-
intuitive. A method where the probability that a discrete indicator class occurs at a cell
location is developed here. For the semivariogram analysis, this method is more
intuitive; for the simulation process, sensitivities due to indicator ordering are easier to
test; and though order relation violations are more common, the remedy is
mathematically more appropriate.

e Zona Kriging. One of the basic assumptions in kriging is the assumption of
stationarity (Journel and Huijbregts, 1978). Thisimpliesthat the spatial variation across
the siteis approximately constant. For many sites this may be reasonable, but for others,
this assumption will lead to significant errors. The zonal kriging method developed in
this research project alows the model to be divided into unique and transitional regions.

A collection of program modules was developed to make these techniques practically useful for
ground water modelers (as well as researchers from other disciplines). The software package is
called UNCERT, for its task is to facilitate uncertainty assessment of ground water problems. It is
composed of a number of individual modules: array, block, contour, distcomp, grid, histo,
modmain, mt3dmain, sisim, surface, vario, and variofit. These cover a variety of statistical,
geostatistical, ground water flow and contaminant transport models, and visualization applications.
These run in any UNIX, X-windows/motif environment. All the major applications and tools
utilize a user friendly, graphical user interface. Help manuals are also available for each package
on-line using HTML (Hypertext Markup Language).

Each of these methods or toolsis presented in an individual chapter. These chapters can be read as
“stand-alone” documents, though they are al related to geostatistics and reducing uncertainty.
Chapter 2 describes Jackknifing and Latin-Hypercube Sampling; Chapter 3, directiona
semivariogram analysis, Chapter 4, class versus threshold based indicator simulation; and Chapter
5, Zona Kriging. In the final chapter, Chapter 6, there is a brief description of the UNCERT
software package which contains the software described in Chapters 2 through 5, and many other
statistical, geostatistical, visualization, and ground water modeling tools. A more complete
description of the UNCERT package can be found on the tape (along with the source code) in
Appendix A, or on the World Wide Web at http://uncert.mines.edu/.
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CHAPTER 2 JACKKNIFING &
LATIN-HYPERCUBE
SAMPLING

Uncertainty is associated with interpretation of the subsurface, and stochastic simulation techniques
are incapable of accounting for al the uncertainty, if only a single deterministic semivariogram
model is utilized. Jackknifing the sample data bounds the limits of model semivariograms, but
typically indicates that a large number of simulations must be conducted to consider the full
distribution of possible semivariograms. Latin-Hypercube sampling, particularly when combined
with expert opinion reduces the number of simulations that must be created and evaluated. For
small data sets, where there is significant uncertainty, this process provides for a more complete
assessment of the potential variability of the subsurface and of flow paths for contaminants, given
the available data. Such assessment can be used to guide the data collection program and decision
making process.

2.1: Introduction

Hydrogeol ogists recognize that heterogeneity of hydraulic parameters has a major influence on
groundwater flow and contaminant migration. Inaccurate description of the subsurface when
modeling contaminant transport in groundwater systems can result in selection of inappropriate
remedial actions. ldentification and characterization of continuous high hydraulic conductivity
units of complex geometry, which can dominate contaminant transport, is difficult because the
amount of drilling that can be undertaken to characterize the site is less than desired, either due to
expense, inaccessibility, or potential for creating pathways for contaminant migration. Thus, the
modeler must settle for estimating the range of possible solutions, i.e. the modeler must evaluate
the uncertainty in the site definition, and determine how each alternative subsurface interpretation
may affect contaminant migration.

At this time, the best approach is to integrate all available data from a site into a range of possible
subsurface interpretations and then consider the probability of satisfactory performance of
alternative remedial actions. Multiple indicator conditional simulation (MCIS) blends indicator
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kriging and stochastic simulation to statistically evaluate the range of possible subsurface geologic
configurations. Knowledge of the range of possible subsurface conditions aids the modeler in
defining best, worst, and most likely case scenarios as well as the probability of occurrence of
particular scenarios given the available data. To date, such simulations have been carried out at the
level where the kriging matrix is solved, without incorporation of the uncertainty associated with
definition of the semivariogram. Such an approach is based on the assumption that the specified
semivariogram models are absolutely correct, but this is often not true, particularly when one
considersthe limited data usually available at atypical hazardous waste site. In such asituation use
of the estimation error to evaluate the accuracy of the kriging is misleading because it appears to
characterize uncertainty associated with the result but ignores the uncertainty associated with
selection of the semivariogram. The result of a kriging process is based on the definition of the
semivariogram. By evaluating the uncertainty in the semivariogram, the greater range of
uncertainty associated with the simulated results becomes apparent. Uncertainty in the simulation
process can be more completely evaluated by using methods such as jackknifing , latin-hypercube
sampling , and expert opinion in defining the semivariogram models to be used for stochastic
simulation. These methods are discussed in this chapter.

Data collection is time consuming and expensive. Data collection can be performed more
efficiently by examining data as they are collected, preparing experimental semivariograms,
plotting estimation errors, and using the results to select subsequent data types and locations. Some
projects have used estimation errors to identify areas of greater uncertainty which can be targeted
for further data collection, thus optimizing dollars spent in site characterization . Similarly,
evaluation of experimental semivariograms as data are collected can guide the data collection
program.

Because data are usually limited, the results of kriging can be misleading; depending on the
parameters used to define the semivariogram, the same data can yield different results. Although
kriging will produce results that honor the data, the estimated values at locations between sample
sites are non-unique. The simple examples shown in Figure 2.1 demonstrate this point. These
hypothetical, two-dimensional models represent two distinctly different geologic settings that are
indistinguishable by examination of only the well data. The sample datain Figure 2.1aand 2.1b are
identical. Of the eleven well borings, six are in fine-grained sediments of relatively low hydraulic
conductivity (low K) and five are in coarse-grained sediments of generally high hydraulic
conductivity (high K). Ideally more data should be collected, but because of cost constraints or
constraints on drilling locations, this may be the only data set that can be used. Because different
geologic configurations can yield distinctly different contaminant plumes (Figure 2.2), incorrect
modeling of the site, or failure to recognize the uncertainty associated with subsurface
interpretation, can result in remedial action that does not accommodate conditions at the site.

It is not sufficient to utilize a program that cal culates an experimental semivariogram and selects a
suitable model. For good results, the modeler must evaluate the uncertainty of the data. In many, if
not most cases, there is not enough data available to clearly and absolutely define the semivarigram,
but by incorporating the modeler's knowledge or expert opinion about the site, uncertainty may be
reduced, possibilities limited, and reasonable results may be identified.
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2.1: Introduction
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FIGURE 2-1. Borehole data used to interpret the subsurface may not provide a unique solution. In
this case, there are eleven data samples; six of fine-grained sediments with low hydraulic
conductivity, and five of coarse-grained sediments with high hydraulic conductivity. Although data
for each map is identical, the nature of the geology in each map is substantially different. This
illustrates that there is uncertainty associated with the interpretation of the character of subsurface

at locations that have not been sampled.

T-4595: Colorado School of Mines



JACKKNIFING & LATIN-HYPERCUBE SAMPLING Wingle

Contaminant Plume Map

FIGURE 2-2. Contaminants will migrate in different patterns within the two geologic models
presented in Figure 2.1. It is important to evaluate the probable alternative scenarios when
designing aremediation plan.
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2.2: Semivariograms

2.2 Semivariograms

A semivariogram is a measure of the spatia correlation of a parameter. Samples taken close
together are typically more similar than samples separated by larger distances. The semivariogram
represents this change in variance with increasing separation distance. The experimental

semivariogram (y" (h)) is defined as:

e

V()= [2x) -2 + 0]

2N &

@.1)

for a particular lag distance (h), where N = number of data pairs in the search area, and z(x;) and
z(x;j + h) are all the pairs of the N samples within the lag range, h. The search areaiis defined using

a search direction and half angle. The search direction is measured clockwise from North (or the
horizontal axis for a cross section) and defines parallel lines along which data of the given lag
distance must fall in order to be used in the calculation of the semivariogram (Figure 2.3a). Often
data exhibit anisotropy, consequently the experimental semivariogram is calculated in a number of
directions. The major axis of the anisotropy is indicated by the search direction of the
semivariogram with the longest range (range is the separation distance at which the semivariogram
value reaches the population variance and is discussed later). Generally, few data will lie directly
along a search direction line, therefore a tolerance angle (defined as the search half angle) is used to
include data that are offset from the line (Figure 2.38). The maximum bandwidth also excludes
points that lie well to the side of the search direction. It is useful to note that any search direction
accompanied by a search half angle of 90° includes all combinations of orientations of points at
each spacing, thusis appropriate when evaluating data with an isotropic distribution.

The model semivariogram, y(h), is a function representing the experimental semivariogram. The
distance at which the model semivariogram meets the data set variance is defined as the range
(Figure 2.3b). The variance of the sample at a separation distance of zero is caled the nugget
(Figure 2.3b). Thisterminology arose in the mining industry where two assays from the same gold
sample would sometimes yield markedly different results due to the presence of a gold nugget in
one portion of the sample while another portion includes only disseminated gold. The variance of
the entire data set is referred to as the sill (Figure 2.3b).

2.3. Indicator Kriging And Sochastic Smulation

One approach for generating alternative subsurface interpretations is indicator kriging combined
with stochastic simulation . Indicator kriging differsfrom simple or ordinary kriging in that arange
of parameter values are reduced to discrete indicators (integer values) by defining threshold values.
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FIGURE 2-3. Features of a semivariogram and parameters defining the search area (after Englund
and Sparks, 1988).

For example, materials with hydraulic conductivity less than or equal to 1x10° may be defined as
indicator 1, materials with hydraulic conductivity greater than 1x10° and less than or equal to

1x10! may be defined as indicator 2, and materials with hydraulic conductivity greater than 1x10°*
may be defined as indicator 3. Indicator description makes it possible to krige qualitative
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2.3: Indicator Kriging And Stochastic Simulation

parameters such as lithology which could be defined as indicator 1 for silt, indicator 2 for silty-
sand, and indicator 3 for fine sand. Suffice it to say, that MCIS alows the modeler to generate
multiple interpretations of the subsurface which are distinctly different, but honor all the original
data and honor the nature of the model semivariogram . The modeler can use these simulations to
assess the uncertainty associated with the subsurface interpretation and to evaluate the affects of the
different possible geologic settings on contaminant migration. However, if it is assumed that the
range of uncertainty of subsurface interpretations is completely defined by the process, then it is
assumed that the model semivariogram accurately represents spatial variation at the site. This
assumption is not necessarily correct.

An experimental semivariogram based on the well data from Figure 2.1 is presented as Figure 2.4.

Experimental Semivariogram
Search=0 Half Angle=90
O o s s B
[ | Legend

0.35F| - vaiance ° ]
[| ~ Modd Semivariogram ]
[e]

[ Experimental Semivariogram ]
0.30F b

025F o ]

0.20F

gamma (h)

0.15F

0.10F .
[ Model Parameters — |
[ Nest Range C Model ]
0.05F 1 170 0273 Spherica B
- Nugget 0 4

0. 00 I I I I L I I I I L I I I I L I I I I L I I I I
0 100 200 300 400 500

Distance (km)

FIGURE 2-4. Experimental and modeled semivariograms developed from the eleven labeled data
points in Figure 2.1. A great dea of uncertainty is associated with the modeled semivariogram
because of the limited number of data.

For simplicity in demonstrating concepts, only two indicators were employed, one for low
hydraulic conductivity materials and another for high hydraulic conductivity materials. Although
both modelsin Figure 2.1 share the same experimental data, semivariograms generated using many
data points selected from the two models (1750 points vs. 11 points) are substantially different
(Figure 2.5). These semivariograms developed from the extensive data sets illustrate that use of
only one experimental semivariogram of the raw data may lead to inaccurate simulations. The
actual experimental semivariogram (Figure 2.4) is based on very few points, and arbitrary, simple
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a). Isotropic Model (Figure 2.1a)
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b). Anisotropic Model (Figure 2.1b, Major Axis) c). Anisotropic Model (Figure 2.1b, Minor Axis)
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FIGURE 2-5. These experimental semivariograms based on 315 data points from the models in
Figure 2.1 were determined by overlaying a regular grid (25 x 25') on each model. The
distribution of high and low conductivity materials in Figure 2.1a was determined to be isotropic
and is described by the model semivariogramin 2.5a. In Figure 2.1b, the distribution is anisotropic
and the major and minor axes of the model semivariogram ellipsoid are shown in 2.5b and 2.5¢
respectively.

assumptions (in this case, a search direction of 0° with a 90° half-angle). When more restrictive
searches were analyzed (i.e. searches with different directions and smaller half-angles), it was not
possible to define anisotropy in the data. That is, there are not enough data to develop convincing
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statistics to indicate a distinctly longer range is obtained by orienting the semivariogram in a
particular direction. Based on the sample data only, using isotropic assumptions, a spherical model
was defined for the experimental semivariogram shown in Figure 2.4. The model parameters are:

Spherical Model:  0° search direction, 90° half-angle

range = 170 feet
C, =0273
C, =0.00

where C, eguals the nugget, and C; equals the portion on the data set variance, not due to the
nugget. This semivariogram, developed from the 11 data points, contrasts to the semivariograms
developed from the extensive data sets in Figure 2.5. An extensive data set taken from the model
presented in Figure 2.1a yields a model semivariogram (Figure 2.5a) with the following
characteristics:

Spherical Model:  0° search direction, 90° half-angle

range = 190 feet
C, =0251
C, =0.00

This model is similar to the semivariogram model determined using the field data and simple
assumptions, and though they are not identical, the simulated results would be similar.
Semivariograms devel oped from the extensive data set for the model shown in Figure 2.1b exhibit a
distinctly longer range for an orientation of 135°, yielding a selected model as follows:

(Major-axis) Two-Nested Spherical Model:
135° search direction, 20° half-angle

a =102 feet
a, =390 feet
C, =0131
C, =0.116
C, =0.0.

(Minor-axis) Spherical Model: 45° search direction, 20° half-angle

& =A48feet
C, =0.247
C, =00.

where a represents the range of each model nest, and C, and C, represent the non-nugget portion of
the data set variance for each nest. Considering the character of the experimental semivariograms
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developed from the extensive data set taken from the model in Figure 2.1b, the validity of the
semivariogram model based on the limited field data and simple assumptions comes into question.
These semivariograms suggest that there may be an anisotropic structure in the model. This
anisotropy cannot be identified based on the field data alone, and as a result, a multiple indicator
conditional simulation using the semivariogram of Figure 2.4 would not properly represent this
alternative interpretation.

The purpose of this example is to illustrate that much of the uncertainty in the kriging process is
directly accountable to the definition of the modeled semivariogram. The difficulty, however is
that, at an actua site, sparse data often result in unsatisfactory experimental semivariograms . Two
techniques, jackknifing and latin-hypercube sampling, can be used to address the uncertainty
associated with the semivariograms. In some cases, it may also be reasonable to bias the results
with expert opinion. Use of expert opinion in formulating semivariograms may lack statistical rigor,
but may be necessary to limit the possibilities. Ground water hydrologists are hired for their
expertise; exercising it, as opposed to blindly following a statistical method which we know has
limitations, can improve results. Of course, hydrologists must remember to keep an open mind
about the nature of the subsurface at a site and not assume the presence of trends nor assume a
simple pattern (such as that of Figure 2.1a as opposed to that of Figure 2.1b) without sufficient
observation.

2.4: Jackknifing

A method for directly measuring uncertainty, error, or confidence limits associated with an
experimental semivariogram is not available, because for each lag, there is only a single calculable

y* (h) value. y* (h) is calculated as the mean of sgquared differences for agiven lag. Therefore, it is
not a mean, but a variance of the data for that lag. Initialy it may be thought that y* (h) could be

bounded by estimating the variance of the squared differences about y*(h). However this is not
appropriate because thisisthe variance about a variance which is calcul ated, using exactly the same
data. Not only is such an approach circular and inappropriate, but as should be expected, the

variance about y*(h) increases with separation distance, yielding no useful information.

To circumvent this problem, a process called jackknifing isused . Jackknifing is a procedure where
the experimental semivariogram is calculated with one (or more) data point(s) removed from the
data set. By repeating this procedure for every point in the data set, a series of n (n = number of
samples) experimental semivariograms is calculated. For each lag distance there are now n y* (h)

values. Using these values, confidence limits can be approximately determined, for the mean y* (h)
at aparticular lag. When these are plotted, the error bars define the possible range of the modeled
semivariogram (given a specific confidence level; 95% is used in this example). The problem with
this method is that each mean value (y*(h)) is correlated with the other mean values (y* (h)
calculated at each specific lag (the same data, except for one point, is being used), therefore the

12
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variance calculations are not strictly correct . However, this technique is not being used to select
the best semivariogram model, which it cannot do . Rather it is used to guide the modeler in
optimizing further data collection or identifying a likely range of reasonable model
semivariograms.

A semivariogram developed by jackknifing the eleven data points from the models in Figure 2.1
(using a 0° search direction with a 90° half-angle) is presented in Figure 2.6. By examining the

Jackknifed Experimental Semivariogram
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FIGURE 2-6. Jackknifing the eleven data points indicated in Figure 2.1 alows evauation of
uncertainty associated with the semivariogram. The vertical error-bars define the 95% confidence
intervals for the mean y*(h) of each lag. The variance around the mean lag is represented by the
horizontal error bars. Each data point represents 1 instance of a jackknifed experimental
semivariogram. This experimental semivariogram is based on the assumption of an isotropic
material distribution.

error-bars, it can be seen that the modeled spherical range could vary from less than 70 feet to more
than 155 feet, but is probably less than 220 feet (error-bars are set at 95% confidence). This
compares favorably with the experimental semivariogram shown in Figure 2.5a.

The jackknifed semivariogram does not include the range exhibited in Figure 2.5b where the range
of the nested structures, 390 feet, is much greater than 220 feet. This discrepancy occurs because
the jackknifed experimental semivariogram in Figure 2.6 is evaluated using all points separated by
agiven lag distance regardless of their orientation (isotropic conditions were assumed). When the
same search windows used to develop the semivariograms of Figures 2.5a and 2.5b are used to
develop the jackknifed semivariogram from the limited data set, there is a hint of the character of
Figures 2.5b and 2.5¢ (Figure 2.7). A semivariogram developed using a search direction of 135°
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Anisotropic Jackknifed Experimental Semivariograms
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FIGURE 2-7. Although anisotropy cannot be identified by evaluating single semivariograms of the
eleven data points, anisotropic character is hinted at when the same data are jackknifed along
specified search directions. For a search direction of 45°, the range is likely to be less than 100
feet. Inthe 135° search direction, therangeis likely to be greater than 150 feet, and possibly more
than 500 feet. The anisotropy defined in Figure 2.5b-2.5¢c cannot be determined from the eleven
data points, but its possibility is indicated by the data. Symbols are described in the caption of
Figure 2.6.

and a 40° half-angle (the initial search used 20° half-angle, but too few pairs were found to be
useful) is presented in Figure 2.7a. The range of this semivariogram cannot be determined from the
data, but it islikely to be less than 500 feet (use of the extensive data set suggests the range is on the
order of 390 feet). A semivariogram devel oped using the perpendicular search direction of 45° with
a 40° half-angle (the initial search used 20° half-angle, but again too few pairs were found to be
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useful) indicates that the range in this direction is probably less than 120 feet (use of the extensive
data set suggests the range is approximately 48 feet). It would be difficult to justify these last two
experimental semivariograms, or to identify them without first knowing the exhaustive data set, but
the fact that even limited data contain a hint of the underlying structure is important.

The jackknifed experimental semivariogram (Figure 2.6) also suggests that eleven data points are
not enough to correctly define the model semivariogram. The data are not even sufficient to
determine if the drilling pattern is tight enough to be within the range of the loca variance, as
indicated by the fact that the upper limit of the uncertainty bars associated with the smallest sample
separation falls above the total (population) variance (the sill). This suggests that further drilling
(data collection) is required. Given an increasing number of samples, the jackknifed lag variances
will decline (Figure 2.8), and ideally, a jackknifed semivariogram will appear more like that shown
in Figure 2.8c. Unfortunately, uncertain semivariograms are the norm rather than the exception as
indicated by the work of Shafer and Varljen (1990), and the erratic nature of published indicator
semivariograms of lithology . The lack of variation in the experimental jackknifed semivariogram
illustrated in Figure 2.8c alows the modeler to clearly define the model semivariogram. If the
experimental jackknifed semivariogram of lithology at a site had the character of Figure 2.8c, it
could be argued that, too much money was expended collecting data; the semivariogram could have
been modeled adequately with fewer data (Figure 2.8b). In this case, if jackknifed semivariograms
had been calculated while data were being collected, the characterization program could have been
terminated sooner or redirected to focus on collecting data to reduce uncertainty in poorly
characterized areas of the site (asindicated by areas of high kriging estimation error), as opposed to
collecting data that would further define the semivariogram, thus saving time and money.

2.4.1: Additional CommentsAbout Jackknifing

Several other concepts should be considered when using jackknifing in a semivariogram analysis.
First, because data points are being removed from the data set to calculate the experimental
semivariogram, the variance, and therefore the sill, will generally increase slightly. Second, when a
single experimental semivariogram based on all the data is cal culated, the results may appear to be
easily modeled. However it is difficult to differentiate an experimental semivariogram that
represents the true nature of the site, from one that is the product of a fortunate lag selection.
Jackknifing provides error-bars which give the modeler insight on the level of confidence which can
be attributed to the modeled semivariogram. Finally, jackknifing should not be considered for
every data set where the experimental semivariogram is poorly behaved.  Jackknifing
computationally is very expensive. For N data samples, N + 1 semivariograms must be calcul ated.
As N increases by one, the computational effort to calculate a single semivariogram doubles. AsN
gets into the hundreds, particularly thousands, the time to compute the uncertainty for a single
experimental semivariogram could take days, weeks, or even longer.
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I sotropic Model: Jackknifed Experimental Semivariogram
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FIGURE 2-8. When a substantial amount of data are collected, the experimental semivariogram
may be clearly defined. In this jackknifed simulation, there is little uncertainty in the lag means,
and there would be little uncertainty in defining the model semivariogram.

2.5: Latin-Hypercube Sampling

Once the datistical distribution of experimental semivariograms has been calculated,
semivariograms can be fit through the zone defined by the error-bars. The objective is not to make

16
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2.5: Latin-Hypercube Sampling

a single best estimate of the character of the subsurface (i.e. a single semivariogram), rather the
objective isto select model semivariograms representative of the range of possible conditions at the
site. This range of semivariograms is used with the original data to conduct indicator kriging and
stochastic simulation to generate multiple interpretations of the subsurface. One approach isto use
Monte-Carlo techniques and randomly select, for example, 100 model semivariograms that fall
within the range of reasonable solutions (Figure 2.9a). This might appear reasonable, but, for

L atin-Hyper cube Sampled Semivariogram Models
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FIGURE 2-9. Reasonable models must be selected from the shaded region in 2.8a to represent the
“flavor” of the alternative interpretations of the data. Four model semivariograms with a nugget
selected from the lower quartile of possible nugget values are shown in 2.8b. The ranges of the four
semivariograms are selected to represent each of the quartiles of possible ranges. Sixteen models
would be used to represent the distribution of semivariogram models for the isotropic case.
Symbols are described in the caption of Figure 2.6.
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example, expert opinion of conditions at the site may indicate that models generated with nuggets
approximately equal to the sill or ranges near zero are unreasonable or unrealistic, even though the
jackknifed experimental semivariogram in Figure 2.6 indicates such semivariogram models of the
Site are possible interpretations.

An alternative approach to random selection of alarge number of possible semivariogram modelsis
to use latin-hypercube sampling. This reduces the number of simulations required to insure that the
"flavor” of al aternativesis addressed . For this example, one might suggest the nugget must fall
within one of four equiprobable regions, and the range also must fall within one of four
equiprobable regions. The actual nugget, or range within each region is then randomly calculated
(Figure 2.9b). This allows sixteen model semivariograms to be calculated for an isotropic model.
For an anisotropic model, the direction and magnitude of the anisotropy can be restricted similarly.
This, however requires many more simulations. If the anisotropy factor between the major and
minor axis is evaluated at four ratios (e.g. 1.0, 0.5 0.25, and 0.125 or some other ratios as
determined from jackknifing the data to obtain a semivariogram in the direction of the minor axis of
anisotropy), the number of semivariograms isincreases to 64. If the search directions, 0° to 180°,
are divided into four directions (0°, 45°, 90°, and 135°), the number of semivariograms isincreases
to 256.

This approach can yield a daunting number of simulations, many of which will bear little
resemblance to one another if the data set is small. Such a situation results in the obvious
conclusion that some data sets provide so little information about a site that more data should be
collected before further assessment is undertaken. If the data are more abundant, the range of
possible models will be constrained, and the simulated models may represent a modest range of
possible subsurface interpretations. If the jackknifed semivariogram has small error-bars, as in
Figures 2.8b and 2.8c, the entire process of using a variety of semivariograms for smulation of one
site can be omitted because the processis not likely to indicate a larger uncertainty associated with
the interpretation of such well characterized sites.

Recall that the objective of this approach is not to make a single best estimate of the subsurface
interpretation, but to evaluate the possible range of subsurface character based on available data.
From a purely mathematical approach this may be computationally intractable, however
incorporation of expert opinion into the process makes it possible to limit the reasonable
alternatives.

2.6: Expert Opinion

Thusfar, only mathematical techniquesfor describing the subsurface have been discussed, and only
field data from wells at the site have been used for interpretation of the subsurface configuration.
Two points are important to consider; 1) these mathematical techniques do not necessarily honor
geologic laws, and 2) hydrogeologists often know more about the site than the borehole data
suggest.

18
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2.7: Results

The process of stochastic simulation uses probabilities to estimate a value at a grid location.
Unfortunately, these probabilities are based on measured values near that location and,
consequently, geologically impossible configurations can be simulated. For example, the “law of
original horizontality” and the “principal of stratigraphic superposition” are readily broken.
Eventually techniques that incorporate these concepts into stochastic simulation will be developed .
Until that time, such simulations must be identified, deemed unreasonable, and discarded.

Although creation of such geologic fallacies cannot be prevented with the current simulation
process, the simulations can be improved by incorporation of geologic knowledge from analog
sites. An expert can infer more information about the site than is evident in the borehole data. For
example, and expert may know that sand lensesin the area tend to be between 10 and 25 feet thick.
The borehole data at the site may be too sparse to determine this range of thickness, but knowledge
from analog sites in the area may render it reasonable to assign a range of 10 to 25 feet to the
vertica modeled semivariogram. Although such action is not based on data from the site,
knowledge of analogs adds information to (decreases uncertainty associated with) the simulation
process. If the site is made of horizontally bedded alluvial deposits, there is no reason to run
simulations which assume the material distribution isisotropic. In such settings, units are generally
continuous for greater distances horizontally than vertically. The modeler may be able to confirm
the presence of layered anisotropy by demonstrating that semivariograms with different search
directions and limited half-angle and bandwidths have the potential to have different ranges. Even
if the indications are sketchy, due to scarcity of data, the modeler can limit the simulations to
produce only reasonable interpretations given the local geology. Similarly, anisotropy may be
present in lateral directions and geologic knowledge of directional trends of lenses or channels may
be used to limit the number of orientations considered for semivariograms which will, in turn, limit
the number of simulations that must be undertaken.

There is little reason to evaluate solutions that are mathematically possible, but geologically
improbable. Discarding geologically improbable solutions adds “bias’ to the results that may have
to be defended later. However omission of the bias means that we do not use all the information
available to us. When expert opinion is used wisely, the bias is likely appropriate, and will speed
the site evaluation, thus limiting exploration and analysis costs.

2.7: Results

Four examples are presented to illustrate the process of multiple indicator conditional simulation
using latin-hypercube sampling of a jackknifed experimental semivariogram. The differences in
these simulations demonstrate the variability of subsurface interpretation that is obtained using the
limited data given in the example in Figure 2.1.

These simulations were created using the MCIS code ISIM3D . The map areawas modeled in two-
dimensions using a 50x35 grid, with ten foot square grid cells.

T-4595: Colorado School of Mines 19



JACKKNIFING & LATIN-HYPERCUBE SAMPLING Wingle

Simulations resulting from use of the modeled semivariogram using the extensive data set (Figure
2.53) are presented in Figure 2.10. These simulations differ significantly from the model because

I sotropic: Extensive Data Set Model Semivariogram
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FIGURE 2-10. These two simulations were generated assuming isotropy and using the model
semivariogram developed from the extensive data set and illustrated in Figure 2.5a. The solutions
are areasonable approximation of the map in Figure 2.1a.

only the 11 data points were used to condition the simulation. Simulations presented in Figure 2.11
are based on amodel semivariogram (a, = 115', C; = 0.25, C, = 0.0) sampled from the jackknifed
experimental semivariogram shown in Figure 2.6. Although neither simulation (Figure 2.11a or
2.11b) isidentica to the model in Figure 2.1a, they are reasonabl e approximations considering the
limited data. The simulation in Figure 2.11b is particularly close to the model of Figure 2.1a. The
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I sotropic: Jackknifed Bore-Hole Data Set M odel Semivariogram
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FIGURE 2-11. These two simulations were generated assuming isotropy and using a latin-
hypercube sample from the jackknifed model semivariogram (C,=0.0, C,;=0.25, &,=115') developed
from the eleven data points and illustrated in Figure 2.6. The solutions are a reasonable
approximation of the map in Figure 2.1a, and are very similar to those generated in Figure 2.10.
Much of the reason that the ssmulationsin Figure 2.10 and 2.11 are similar is that the same random
path tthrooLllgh thbe grid was used to simulate 2.10a and 2.11a and another path was used to simulate
2.10b and 2.11b.

appearance of the resulting simulation is rather insensitive to the choice of range (compare Figure
2.11 with Figure 2.10 which was generated using arange of 190’ vs. 170'). Both the experimental
semivariograms (Figure 2.5a and Figure 2.6) were developed based on an assumption of isotropic
material distribution. The simulations in Figure 2.10a and Figure 2.11a are also similar because
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the same random path (same random number seed) was used to generate all of the’(a)’ simulations
in Figures 2.10-2.13. A different path was used to generate the ' (b)’ simulations. These isotropic

Anisotropic: Jackknifed Bore-Hole Data Set Model Semivariogram
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FIGURE 2-12. These two stochastic simulations were generated assuming anisotropy using the
jackknifed model semivariogram based on the eleven data points and illustrated in Figure 2.6. The
latin-hypercube technique was applied and these are two simulations of a potential 256, as
described in the text. Even though the geologic models presented in Figure 2.1 are different, use of
jackknifing and Latin Hypercube sampling can produce both configurations from limited data.
These solutions are a reasonable approximation of the map in Figure 2.1b. Unfortunately, the
method will not indicate whether these simulations or the simulations in Figures 2.10 and 2.11 are
the most likely because the data are not sufficient to draw such a conclusion.
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Anisotropic: Extensive Two-Nested Data Set Model Semivariogram
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FIGURE 2-13. These two simulations were generated assuming anisotropy using the extensive
model semivariogram based on the extensive data set and illustrated in Figures 2.5b-2.5c. The
solutions are a reasonable approximation of the map in Figure 2.1b, and are very similar to those
generated in Figure 2.12, indicating that extensive data are more important to determining the
character of the semivariogram than they are to conditioning the simulation.

simulations bear little resemblance to the model in Figure 2.1b which is a viable interpretation of
the data from the 11 field measurements. This inability to represent the full range of possible
interpretations is not unexpected.
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If expert opinion indicated that the site would be expected to exhibit the locally observed NW-SE
trend of high and low hydraulic conductivity deposits, then the simulations presented in Figures
2.10 and 2.11 could be assumed to be less probable. They would be superseded by the probability
of occurrence of anisotropic representations of the site. |f such expert opinion were not available
the two alternative configurations would have to be considered equally likely to occur. The two
simulationsin Figure 2.12 were generated in the latin-hypercube sampling process, using one of the
semivariograms that would fall in the shaded areain Figure 2.9a with a range between 120 and 180
feet (third quartile estimate of range), a nugget between 0.0 and 0.061 (first quartile estimate of the
nugget), an anisotropy factor of (minor to major axis) 0.125, a major axis orientation of 135°, and
using different random paths through the grid. Although they are not identical to the model in
Figure 2.1b, they mimic its nature. When using the range, sill and nugget terms identified by the
semivariogram developed from the extensive data set (Figures 2.5b and 2.5¢), the simulation results
(Figure 2.13) are not significantly different from the simulation results (Figure 2.12) obtained using
the jackknifed semivariogram (Figure 2.7), indicating that an extensive field sampling would not
improve the character of these simulations but might improve the certainty of occurrence of units
with a 135° orientation. That is, more data will improve the certainty of the semivariogram having
a given orientation whereas the jackknife approach only indicates the possibility of units having
that orientation. Of course, alarger data set improves conditioning of the simulations.

The simulations presented in Figures 2.10-2.13 demonstrate that correct definition of anisotropy is
important in order to capture the character of the site. Similar results in paired simulations also
suggest that the differencesin model ranges are less important than the assumption of isotropy.

2.8: Conclusions

A great deal of uncertainty is associated with interpretation of the subsurface, and simulation
techniques are incapable of accounting for all the uncertainty if only a single deterministic
semivariogram model is utilized. Typically there are not enough data available at hazardous waste
sitesto adequately define a single model semivariogram in arigorous statistical basis.

By jackknifing the data to determine a reasonable range of model semivariograms, and using latin-
hypercube sampling and incorporating expert opinion to limit the required simulations, the
uncertainty associated with the subsurface interpretation can be more completely assessed utilizing
areasonable amount of simulations. Unfortunately the uncertainty may be so great that little can be
concluded about site. However, this is important information because it indicates that more data
must be collected before conclusions are made about the site. Given one data sample, one can
begin to make interpretations of the site, but quantifying the uncertainty associated with those
interpretations isimportant.

The method presented herein is useful when a significant amount of uncertainty is associated with
the experimental semivariogram. If the uncertainty is small, the process only adds unnecessary
work. For small data sets, where there is significant uncertainty, this process may be the only way
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to correctly assess the potential variability of the subsurface, and evaluate potential flow paths for
contaminants.

Although the application considered herein pertains to indicator conditional simulation, evaluation
of the uncertainty associated with a semivariogram isimportant whenever a semivariogram is used.
Jackknifing isapractical tool for relatively small data sets, but for large data sets, the computational
intensity of the jackknifing process may make the process unmanageable.
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CHAPTER 3 VARIATION OF
FEMIVRIOGRAM MODELS
W TH DIRECTION

When developing semivariogram models, it is often difficult to fit a model semivariogram to both
the principle-axis and the minor-axes using traditional methods with anisotropy ratios. Currently a
single model (possibly nested) is modified with anisotropy factors; these represent the relative
range of the semivariogram for al three orthogonal axes. This technique is restrictive, and this
discussion presents a method for relieving these restrictions by defining different semivariogram
models, independently for each axis. These will be referred to as directional semivariograms. The
process increases the kriging processing time by 80% to 200%, but the method offers the modeler
greater flexibility, and simulations or estimations that are more representative of the site, because
the spatial variation of the data can be more precisely defined.

3.1: Introduction

Semivariogram modeling is the foundation for much geostatistical analysis, and can
also be the most difficult and time consuming portion of the analysis. In part, this is due to the
computationally intensive calculations, but it is also due to the difficulty in defining semivariogram
models which reasonably honor the experimental semivariogramsin the principle and minor search
directions. With the current techniques that use anisotropy factors (Englund and Sparks, 1988;
Journel and Huijbregts, 1978; Deutsch and Journel, 1992), often it is not possible to model all the
orthogonal experimental semivariograms exactly. Consequently compromises are required for the
definition of one, or even all of the models. If the compromises are not too substantial, then this
approach is acceptable, because, generally the kriged results are relatively insensitive to minor
changes in the semivariogram. Though this insensitivity offers some comfort, it is not particularly
satisfying.

This chapter describes a procedure, which allows the modeler to define a unique
semivariogram model for each orthogonal axis of the experimental semivariogram. The algorithm
uses components of each model to determine y(h) values between the axes. Anisotropy factors are
not used; rather the modeler specifies the number of nests, sill and range components, and model
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structure types independently for each axis. The only requirements are 1) the nugget must be the
same for al models, and 2) the total sill must be the same at infinity. These two requirements are
not particularly restrictive. Requiring the nugget to be the same is reasonable, because at zero
distance, direction is irrelevant. The requirement that the total sill components are equal ensures
that the kriging matrix is non-singular. If different sills are desired, then this requirement is met by
defining an arbitrarily large range for the final nest to make up the balance of the sill component.
The error induced by the final nest has no affect on the area of interest.

This technique allows the model er to honor the results of the experimental semivariogram analysis,
thusit is easier to model the data set and the results are more accurate. However, the calculation of
y(h) is substantially more complex than traditional methods, therefore the method requires
computational effort. The additional effort is comparable to the computational effort required for
the search procedure and matrix solution portions of the kriging algorithm so, overall, the task is
only increased by about 80% to 200% (based on observed differences in computation time for
example data sets). Thisis acceptable, because the semivariogram model preparation is simplified,
and the simulations or estimates should more closely honor the spatial statistics of the site.

3.2: Previous Work

Many techniques have been devel oped to estimate values of avariable at locations between sample
points. These techniques are all based on the assumption that properties at unsampled locations are
related to the properties at nearby points where samples have been taken. Some techniques are
inaccurate due to assumptions related to the spatial variation and the relative importance of nearby
data For example, the inverse-distance method states that surrounding data (n = number of
samples) have less importance with increased distance:

[

; Fop
1

&P
(3.1)

The rate (p) at which increasing distance (d) reduces the influence of a neighboring sample value
(xi) is subject to debate. Various factors for p have been suggested; 1 (linear), 2, 1/x, based on the
modelers previous experience with the technique, and its performance at similar sites.
Consequently the results are subjective.
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Kriging eliminates much of this subjectivity by utilizing the semivariogram as the spatial weighting
function. The variance of the data and the rate of change in variance with direction and distance
can be defined with the equation:
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3.3: Theory

Vi) = 255 (s =+
2N 4 i i

(3.2
where y(h) describes spatial variance of all data pairs separated by a distance h. N isthe number of
pairs separated by the distance h, and x; and x;+h are the values at two points in the pair.
Experimental semivariograms are complex, and for practical reasons are represented with one or
more functions selected from a limited number of model types (e.g. spherical, exponential,
Gaussian). These models are used because they guarantee the matrices in the kriging solution will
be positive definite (i.e., the matrix is not singular). Even with these constraints, the semivariogram
isapowerful mathematical tool for describing how avariable variesin space at a particular site.

Although semivariograms could be defined for an infinite number of directions, for practical
reasons, variation is only defined along the principle orthogonal axes (X, Y, Z), creating an
elipsoid. As defined here, the X-axis is equivalent to the direction with the longest range (the
principle axis), and theY and Z-axes (orthogonal to X), have shorter, though not necessarily equal
ranges. Although modeling and solving a more complicated system is theoretically possible, it
would be extremely expensive computationally. To further simplify the solution, the
semivariogram models for the Y and Z-axes have traditionally been described using anisotropy
factors related to the X-axis. This simplification is used extensively in current kriging models
(Deutsch and Journel, 1992; GoOmez-Hernandez and Srivastava, 1990), because it is
computationally efficient, however it compromises accuracy and requires more time of the modeler
when the same semivariogram model does not fit the experimental semivariogram in all directions.
The technique presented here allows the modeler to specify unique semivariogram models for each
axis.

3.3: Theory

Two steps of the kriging process are modified to incorporate directional semivariograms into the
kriging algorithm: 1) the search for nearest neighbors, and 2) the calculation of the covariance
components of the kriging matrix.

Thefirst step in estimating the value for agrid location is to find the influential neighboring points.
For isotropic situations the closest sample points are the best estimators. For anisotropic situations,
the best estimators are those points with the smallest spatial variance calculated from the model
semivariogram (y(h)). Using anisotropy factors, the sample point locations are transformed to
equivalent isotropic space, using a simple transformation and rotation, based on the orientation of
the principle model axis, and the anisotropy factors of the minor-axes. Once transformed, the
estimation variance is solely a function of the distance between the grid location and the sample
point, therefore y(h) doesn’t have to be calculated. Conventional techniques (Deutsch and Journel,
1992; Gémez-Hernandez and Srivastava, 1990), use Pythagoras' Theorem to find the closest points.
When directional semivariogram models are used, direction as well as distance isimportant. When
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different model equations, sills, and structures are used for the orthogonal axes, a simple
transformation and rotation is not possible, because the magnitude of y(h) is not solely related to
distance (Figure 3.1). For this reason, y(h) must be calculated for each sample in the search
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FIGURE 3-1. When directional semivariograms are used, distance alone does not determine the
most influential neighboring points. In this example, al points in the minor model axis direction
(b) that are separated by less than x, (158 m) have smaller y(h)'s than points separated by x; (109
m) on the major-axis (a). The sameistrue for x5 and x, respectively.

neighborhood, and those points with the smallest y(h) values are the best estimators.

Once the most influential neighboring data points have been selected, the kriging matrix is solved
as usual, with the exception of the y(h) calculation. Again, for directional semivariograms, it is not
possible to transform points into isotropic space, therefore component of the individual axes must
be resolved. Whether y(h) is being calculated to determine the most influential neighbors or
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individual components of the kriging matrix, the same technique is used as described in the
following section.

3.3.1 Equation and Proof

Calculating y(h) to determine the nearest neighbors for a grid location, or to define individual
components of the kriging matrix, requires the equation for an ellipsoid:

N

2 2
X
7+LZ+
a b

=1

ON‘ N

(3.3)

Using this equation, it is possible to separate the components of each semivariogram model for any
vector (Figure 3.2). One point is translated to the axis origin, and the second point is positioned at
[x], Iyl, and |z|, along the separation vector (h). Here a, b, and c, represent the maximum practical
ranges of the semivariograms model along the X-, Y-, and Z-axes respectively. In this section only,
when the actual ranges are used the a4, Pactuay 8N Cogya» SUBSCripts will be used. The practical
range refers to the distance where the semivariogram model meets the variance. For the
Exponential and Gaussian models, thisis defined as 95% of the variance. The practical ranges for
different models are defined (Journel and Huijbregts, 1978):

Model Type | Practical Range
Spherical range
Exponential 3 xrange
Gaussian sgrt(3) x range
Linear range

If the unadjusted range and not the practical rangeis used, the axis defined with the model using the
longest practical range will be under-weighted. The equations for determining each component
y(h)x vz and the resultant y(h) are derived below. The components of each axis for each structure of

the nested semivariogram model can be related through the aspect factors:

f=ab (3.49)
g=ac (3.4b)
p=hlc (3.4¢)

Rearranging Equation 3.3, the ellipsoid factors &, b?, and ¢ for the search vector are solved:

N

2
=1

2 32 gz
2t "t 3
a>  a a

T-4595: Colorado School of Mines 31



VARIATION OF SEMIVRIOGRAM MODELS WITH DIRECTION Wingle

AZ

(0,0,0
(0,0,c")

(0,0,2

(x,0,0) (@,0,00 (a0,0)

v H-axis and point (X,y,z) arein R-Z plane (shaded region)

FIGURE 3-2. Directional semivariogram anaysis components.

a? = x2 +12y2 + 222

2 2 2,2
LS A

202 2 p?

2_X2 2,22
b —f—2+y +pz

(3.59)

(3.5b)
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(3.5¢0)

Where @, b, and ¢’ represent the X, Y, and Z-axis intercepts for an ellipsoid passing through an
arbitrary point, (x, y, z) along the same vector, where the aspect rations defined by a, b, and c
remain true, the following relationships are also true:

b b (3.50)
b
= =—=p
C
(3.5¢)
o
E = = g
(3.50)

An additional axis, R, isaso required. R is defined by the intersection of the X-Y plane, and the
vertical plane passing through the point (X, y, z). To determine the semivariogram components, the
point r, which lies on the R-axis, vertically below the point (X, y, z) is defined:

12 = x2 +y?

(3.59)
Two additional points of interest are where the semivariogram model ellipsoid and the ellipsoid
passing through (x, y, z) cross the R-axis; these are d and d' respectively. Defining these two
ellipsoids, with the aspect ratios described above, the components of each semivariogram model
can be derived. One new aspect ratio is needed between the R- and Z-axes.

q=dc (3.6)

The distances a, b, ¢, and d represent the practical model rangeand &, b’, ¢’, and d’ represent the
practical component range along each axis for the point (x, y, z). The parameter d represents the
semivariogram model along the R-axis and is a combination of modelsaand b. Oncea, b, X, and y
are known, then d can be determined. For acircle, the anglef is described as:

— -1y O
@=tan o0

(3.7)
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Usually, the model semivariogram ellipse (X-Y plane) will not be a circle, therefore the anisotropy
must be removed to determine the component angle f. Thisisthe product of y and the aspect ratio
of thedlipse (f in the X-Y plane, major/minor dimension):

_ 1y 0
o=t 5
(3.9)

The components of aand b can then be described by dividing (90° - f) by 90°, and multiplying by b
and g, plusa

a(p comp 90°
(3.9
B comp = gel
(3.10)
The components can then be summed to calculate d':
d = 8¢ comp™* Py comp
4=3""9,, 94
90° 90°
d=a+—tb-—2p
90°  90°
d= g(go(b—a)+a
(3.11)
By expanding f and solving, using radians, the equation may be rewritten:
a0
X —
d= L (b-a)+a
2 (3.12)
d’ can be determined by proportion:
d=d2= dg
a (3.13)

Givendistancesa, b’, ¢, and d', it is possible to solve directly for y(@), y(b’), and y(c'). To solve
for g(d’ eua), the argument isused for d isrepeated, The components of V(& ) aNd V(D' 4eua) €aN
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then be described by dividing (90° - f) by 90°, and multiplying by y(b' ca) @nd (@ xua), PlUS
V(a, actual):

, _90°- ,
V(aactual )(p comp ~ gge (py(aactual )
(3.14)
V(b'actual) = i\/(b’ t al)
@comp ~ gge actu
(3.15)
The components can then be summed to calculate y(d' .4):
y(d,actual ) = Y(@actua )(p comp+ V( 'actual )(p comp
90° -
(d’actual) = 90° (py(a’actual) + %y(b,Mud )
V(d,actual) = y(aactual) 90° V(b’actual) 90° V( actual)
y(d,a:tual ) = 97(80 (y(b’actual ) - y(a,a:tual )) + y(a,actual)
(3.16)
By expanding f and solving, the equation may be rewritten:
tan 110
Ox O
y(d,actual ) = % (y(b’actual) - y(a’actual )) + y(a’actual )
2 (3.17)

To solve for Y(€' ,a), Where € is the distance from the origin to the point (X, y, z), steps similar to
those used to generate d and y(d'4) are required. Allowing y(d actual) to be equivalent to

V(@ aetua)» @A V(€' o) €QUivalent to y(b' ,q), thisyields:

tan"1F90
Or O
y(e'actual ) = %(V(Clactual ) - y(d'actual )) + y(d,actual )

2 (3.18)
These calculation must be evaluated for each nest of the model structure except the nugget (y(h))-
The nugget, having zero distance, by definition is the same for all axes. This also implies that the
number of structures in every direction must be equal. This restriction can be negated by giving
undesired nests a zero variance component and the same range as the previous structure. The final
V(€ xcrua) EStimate is the summation on the nugget and the nested structure components:
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Y(€actua) = iy(e’actud ), ;wheres= number of structures

=0 (3.19)

3.3.2: Positive Definite M atrix | ssues

The models selected for the semivariogram, must yield a positive definite kriging
matrix (Journel and Huijbregts, 1978). If the matrix is not positive definite, there may be no
solution or there may be several different solutions (Isaaks and Srivastava, 1989), and the kriging
variance may be negative (Journel and Huijbregts, 1978). The various model types used here
(spherical, exponential, Gaussian, and logarithmic) have proven to be positive definite both
individually and in combination as nested structures (Journel and Huijbregts, 1978). Although the
equations are merged in a different manner for directional semivariograms than for traditional
kriging, it is assumed that the matrix remains positive definite. In practice, severa indicators used
to determine whether the matrix is not positive definite, are 1) matrices that are singular, 2) have
large positive or negative kriging weights (much larger or smaller then + 1.0), and 3) the occurrence
of negative estimation variances. Proving that the equations are positive definite is a difficult task
(Christakos, 1984; Isaaks and Srivastava, 1989), but in summary, for a symmetric (n X n) matrix to
be positive definite, it must satisfy any one of the following conditions (Burden and Faires, 1985;
Isaaks and Srivastava, 1989; Strang, 1988):

i) x'Ax > 0for all non-zero vectors x.

ii) All theeigenvalues (A;) of A are greater than O.
iii) All the upper left submatrices A, have positive determinants.
iv) All the pivots (d,, without row exchange) are greater than O.

for every n-dimensional column vector x # 0, where A is the kriging matrix, A, is asubmatrix of A,
X is any vector (appropriately dimensioned), and x! is the transpose of x.

3.3.2.1: ProblemsWith the Positive Definite Assumption

Some problems with large positive and negative weights and negative kriging
variances were encountered when Gaussian models were used with the directional kriging method.
Many of the problematic matrices were confirmed to be positive definite based on tests i) and ii).
The problems were attributed to the unstable nature of the Gaussian model with small nuggets
(Ababou, Bagtzoglou, et al., 1994; Posa, 1989). Ababou, et al (1994), state that thisis a common
problem, particularly with Gaussian models that have small nugget values. The kriging matrix
becomes more unstable and approaches singularity at small h values. This tendency can be
estimated using the kriging matrix (A) conditioning number K(A):

K(A) = |[MAX eigenvalue| / IMIN eigenvalue|
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The Gaussian model, is one of the most problematic (2 to 14 times worse than hole-exponential
models (which are one of the best) (Ababou, et al., 1994)) and most unstable, and tends to have
minimum eigenvalues near 0.0. Also, because the model is relatively flat at small h values (unlike
all other models), the problem prevails at larger h values than for other models (Posa, 1989).
Because of thisinstability, it is sometimes better to select a model which does not physically fit the
data as well as another model, but is more robust (Posa, 1989).

3.4: Modification of Algorithms

In this project, the GSLIB ktb3dm (Deutsch and Journel, 1992), and SISIM3D (Gémez-Hernandez
and Srivastava, 1990; McKenna, 1994) algorithms were modified to build the kriging matrix using
both anisotropic semivariogram models and directional semivariogram models.

3.4.1: Algorithm Constraints

Although directional semivariogram models relax many of the constraints in defining spatial
variation, there are several limitations. Some of these limitations arise from the theory, and some
from the implementation. The limitations are:

* The number of semivariogram models for each axis must be equal. This is a minor
limitation, because extra models can be added as needed with a zero variance
component, and arange equa to the final desired range. If thisisnot done, there may be
ambiguity in how the semivariogram models are eval uated.

» Thesill for all axes must be equal. Again thisisaminor limitation. If the variance in
one direction is smaller than another in the grid area, the remaining variance component
may be added to the final nest, while the range for the final nest is set to a range much
greater than the size of the simulated area (or the search distance for that matter). This
constraint is required to ensure positive definite matrix solutions.

» Gaussian models may be used with small or zero nugget values, but the modeler must be
aware that the results can be unstable. The algorithm presented here tests for large ()
weights and warns the modeler. The algorithm can remove data points (the point
associated with the largest absolute kriging weight) from the kriging matrix until the
results stabilize, or until there are too few points to estimate the grid location, however
estimates resulting from such elimination should be considered highly suspect (See
Rocky Mountain Arsenal example described below), and one may wish to compromise
and use alarger nugget (often the problem with Gaussian models), or a different model
type al together.
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3.4.2: Computational Cost

Although use of directiona semivariograms is computationally intensive, the increased
computation, is significant, but not excessive. In several test cases, the computation time increased
between 80% and 200%. The increased computation occurs mainly in the search algorithm that
identifies the most influential neighbors for each grid location and in the additiona overhead for
calculating each covariance value of the kriging matrix.

The search algorithm in the traditional technique includes two main steps: 1) transformation of the
sample data to isotropic space, and 2) calculation of the distance between each point and each grid
location being estimated. In addition to these steps, the directional semivariogram technique
requires that y(h) be calculated for each sample point, relative to the position of the grid position
being estimated. To determine the neighboring points with the smallest spatia variances,
traditional techniques calculate only the relative distance between sample pointsin isotropic space,
and the point being estimated. This is adequate, because the spatial variance is only a function of
distance. When using directional semivariogram models, transformed isotropic distances are not
sufficient to rank sample points; direction is also important, thus y(h) for the separation between
each sample and the grid location must be ranked. Calculating y(h) in the search phase, adds most
of theincreased computational effort.

The calculation of y(h) for the kriging matrix also requires additional effort. Although this step is
generally less expensive in computation time than the search step because it is applied only to the
selected nearest neighbor points and not to all points within the search neighborhood.

To solve the kriging problem, the kriging matrix must also be solved using either Gauss elimination
or a more efficient LU decomposition (Alabert, 1987). These calculations are unaffected by the
method used to define the semivariogram models, but because this is a computationally intensive
task, the increased cost due to directional semivariogram modeling is less severe.

3.5: Examples

Several example models and data sets are used to demonstrate the applicability and validity of
using directional semivariogram models.

3.5.1: Comparison With the Classic Method

In addition to the mathematical proof above, it is also important to demonstrate that the algorithm
and the software are correct. Two approaches are pursued to evaluate the algorithm. First,
conditions modeled using anisotropy factors with traditional methods are duplicated using
directional semivariogram models that mimic the anisotropy factors. Then, model results using
directional semivariogram models, that cannot be described with anisotropy factors, are compared
with manual calculations.

38
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3.5.1.1: Anisotropic Case: Directional Components Equivalent to Anisotropy Factors

To demonstrate that the directional semivariogram model technique produces the same results as
the conventional technique using anisotropy factors, a small synthetic data set with eleven data
points was created (Figure 3.3a). Given equivalent model input, the results are identical. The
semivariogram models for each case are:The principal axis is oriented to the Northwest. The map

M ethod Axis Model Type Ramge Sill  Nugget Y-Anisotropy
Anisotropic | All Spherical 100 0.14 0.02 04
Spherical 250 0.11 0.75
Directiona | X Spherical 100 014 0.02 NA
Spherical 250 0.11 NA
Y Spherical 40 014 0.02 NA
Spherical 187.5 0.11 NA

in Figure 3.3b is the traditional simple kriged map using a single semivariogram model with
anisotropy factors. Figure 3.3c was produced using directional semivariograms. When the two
maps are subtracted from one ancther, the difference is zero at every grid location, indicating that
the directional semivariogram method is able to correctly reproduce the simple case where
anisotropic conditions exist and the perpendicular semivariogram models are related by anisotropy
factors.

3.5.1.2: Anisotropic Case - Manual Solution

To demonstrate that the method produces the answers we intuitively expect, several g(h) values are
calculated manually for several points at various orientations with one model set (three orthogonal
directional semivariogram models). A second calculation will be made for the multi-nested model
defined in Figure 3.1. Thefirst model set is defined as:

Axis | Model Type Range Sill  Nugget

X Spherical 125 5 1
Y Gaussian 75 5 1
Z Spherical 30 5 1

for the points:

Sample X Y Z
| 87 0 0
I 43 26 0

11 43 26 -11
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FIGURE 3-3. Example results confirming directional semivariograms can exactly mimic
anisotropy factors: @) sample data set, b) SK map using anisotropic factors, ¢) SK map using
directional semivariograms.
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the solutions are cal cul ated:

). Forthepoint (87,0, 0), the solution issimple. The point lies along a principal axis,
and in this case has a zero Y and Z component. y(h) can therefore be calculated
directly, using the standard spherical equation for the X direction:

S
y(h) = > Ci ;where s= number of structures
i=0

(3.19)
d _h h30
V(h)l =Cd.5--0530
o fr r'o

(3.20)

0 87 g7® 0
h), = 5.5—— — 0.5—— = 4.377
v, % 125 12535

y(h), = nugget = 1.0

y(h) = y(h), +y(h), = 4377+1.0 =5.377

where h isthe separation distance, and r is the model range (for this equation only).

I1). For the point (43, 26, 0), thefirst step is to define the nugget; y(h), = 1.0. Next the X
andY directional components must be calculated (the Z axis has a zero component).
The X and Y intercepts of the ellipse that passes through (43, 26) and has an X/Y
aspect ratio of 125/75 (alb) (remember the actual Gaussain range must be multiplied
by the to determine the practical ellipsoid range). The intercepts, & and b’ are
determined using the standard equation for an ellipse (Equation 3.3):

a® = (43)% + @7%53@2(26)2

a=49.74

(using Equation 3.5a)

(using Equation 3.5b)
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b’ =50.97
Giventhe X andY intercepts, y(h) for each ellipsoid axisis calcul ated:

0 49.74 49,7430
h), = 501.5 -05—2 = 2.827
V(s % 125 125° B

RV ITRY
yy(h), = clg_e (h)=/(r) E
(3.21)

Yy(h)l _ 5%_ e—(50.97)2 1(75)? %: 1.849

Note that the actual and not practical range is used to calculate yy(h);. Once the

maximum contributions for each axis have been determined, the component
contribution of each must be determined. This is done by determining the effective
angle of the vector (43, 26) in the X-Y plane. The effective angleis:

Elz 125 O
_ 10 75y30_
Q= tan DTD— 30190

H H

Given this angle, the components of y,(h) and yy(h) can be determined. Intuitively
the X-axis component can be defined as:

2.827

(N (o]
0 -2019) _, g

and theY-axis component is:

[30.19°0

1.849 = 0.620
Hoo° H

Adding the two components together yields a directional y(h) of 2.499. Thisyields
the same result asif Equation 3.18 were used:
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%6 125 O
tan™t 7530
0 43 U

H H

Va(h)y = ————(1.849-2.827) + 2.827 = 2.449
2

When the y(h); components are summed, the total estimate for y(h) is 2.449 + 1.0
which equals 3.449.

[11). The same approach may be used for the last point (43, 26, -11), y(h), = 1.0, and the
X,Y, and Z directional components must be calculated. Thefirst step isto calculate
the X, Y, and Z intercepts for the ellipsoid that passes through (43, 26, -11) and has
an X/Y aspect ratio of 125/75, a X/Z aspect ratio of 125/30, and aY/Z aspect ratio of
75/30. Theintercepts, &, b’, and ¢’ are determined using the standard equation for
an ellipsoid (Equation 3.3):

a?= (437 + @7%53@2(26)2 + Eﬂ;;gz(—u)z

(using Equation 3.5a)

a =67.64
43)? , 753 )
p2= B e + -11
125 g (26) H3o H (19
%5\/3 . .
(using Equation 3.5b)
b’ =70.29
2 2
C’z = (43) + (26) + (—11)2
(125 o753t
O300 Hao H
(using Equation 3.5¢)
c' =16.23

Given the X, Y, and Z intercepts, y(h), for each ellipsoid axis is cal cul ated:

30
67.64 _567.621 0_ 2662
125 125°

O
Vx(h)l =505
O
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yy(h), =55~ e (029" 0= 5. 923

0 16.23 16.23°0
h), = 5[1.5 -05 =3.662
yz(h), g- 30 30° E

Using the same methods as described for point 11, v, (h), can be determined:

E[Z 125
6——
tan™ 7530

O 43 U

H

Va(h), = ———————(2.923-3.662) + 3662 = 3.414
2

Now that the X-Y axis contributions have been merged, the Z-axis component is
incorporated. This requires that d’ and r be calculated. d' is calculated by merging
equations 3.12 and 3.13:

(3.22)

tan~t 6—712%§
d'=——"23(70.20- 67.64) + 67.64 = 6853
2

r = /(43) +(26)? =50.25

Similar steps are used in the vertica R-Z plane through (43, 26, -11) as were
undertaken in the X-Y plane,. For purposes of calculating the vector length h, only
absolute values for each coordinate are used, and ¢’ and d’ are substituted for ¢ and
d. Theanglef fromRto Zis:
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Ell 168.53 0

= tan =
¢ U 5025 U

H™

Given this angle, the components of y,(h), and y,(h); can be determined.

(90° - 42.75°)
(0]

3414 =1.792

and the Z-axis component is:

42.75°

90°

3.662 =1.739

Adding the two components together yields a directional y(h), of 3.531. Thisyields
the same result asif Equation 3.23 were used:

Elll 68.53]
-10 16.230

@ 50.25 @
Ve(h); = —————(3662-3414) +3414 = 3531

2
When the y(h); components are summed, the total estimate for y(h) is 3.531 + 1.0
which equals 4.531.

For the final example, the one and two-nested structure models shown if Figure 3.1 are used. This
example demonstrates that the modeler is not required to specify the same number of model
structures in all directions. Although the algorithm requires the number of structures to be equal,
the algorithm can internally add extra structures as needed without affecting the model description.
The calculations will be made for two points separated by 200m at a 45° angle (x = 141.1, y =
141.1). The models are defined:

Direction Range C M odel Nest
North-South 450 0.05 Spherical 2
200 0.20 Spherical 1
0.022 Nugget 0
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Direction Range C M odel Nest
East-West 150 0.00 Gaussian 2
150 0.25 Gaussian 1
0.22 Nugget 0

Note that the number of structures are the samein both directions, but the East-West model s second
nest has a zero sill (C) component. As described in the earlier examples, the nugget is a constant
with direction, therefore y(h), = 0.022. The remaining y(h); values are calculated as follows

(geometric interpretations are shown in Figure 3.4):

/
a?=(141.4)% + 4 150v3 52(141.4)2
a,=2319
2
p2= L4 1414y
50 307
H 200 H
b, =1784

(h), = 0254 - &7(150:9) /221970 0 17g0

200 200% U
h), = 0.20@A.5-=—-05 0.1954
Vy(y g' 1784 17840

g 30
414150\/3

00 U
N VT
0 0

ya(h), = = = H(0.1954 - 0.1789) + 0.1789 = 0.1885

2

For the second nest, there is no East-West component. For the algorithm to work correctly, an
additional East-West structure must be defined (the number of structures for all axes must be
equal). To satisfy the algorithm and the specified Gaussian model, a zero sill component is used,
and therangeis set equal to the previous nest. This manipulation satisfies the algorithm, and leaves

the model definition unchanged:
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STEP 1: Determine Nugget y(h)g = 0.022
STEP 2: Determine C; Geometry (Nest 1)

(0, 200)
(0,178.4)
vy (n) = 01954

«(h) = 01885
§ v(h), = 0.1885

45°-»52.4°

(231.9,0) (260,0)
STEP 3: Determine C, Geometry (Nest 2)

Y

A

b
(0, 450)

vy () = 0019

(0, 283.4) )—E -
AN v(h), = 0.006337
\

\
ve (n) = 0006337 \
(1414, 1414)

S \
AN
| va(h) =00

| a 2 o
(1628,0) (2600)

STEP 4: Sum Components y(h) =0.2168

45°-» 30°

FIGURE 3-4. Geometric steps for calculating directional semivariogram model defined in Figure
3.1. Themagjor axisis aligned North-South, and the minor axisis aligned East-West. Note, the 45°
angleistransformed (-») based on the anisotropy of the ellipsoid.

T-4595:; Colorado School of Mines 47



VARIATION OF SEMIVRIOGRAM MODELS WITH DIRECTION Wingle

2= (141.4)2 El%g 141.4)?
a,=162.8

(141.4)

(150,307
H 450 H

b= +(141.4)
b, = 2834

-0 Oogl ~(150+3)? /(162.8)2 B: 0.0000

450 450° O
h), = 0.05.5 -05 _001900
Vy(h); % 2834 28347

0 0

Dl A 4150%3 -
450

I 1414 U

0 0

ya(h), = J = ~(0.1900 - 0.0000) + 0.0000 = 0.006337

2
Thefina step isto sum the y, (h); components:

Z Ya ()i = va(h)o +Va(h), +va(h),

= 0.022 +0.1885 + 0.006337
=0.2168

3.5.2: Practical Applications

A synthetic and a field data set are used to demonstrate the effectiveness and usefulness of the
technique. For the synthetic case, the same data set that was used in section 3.4.1.1 is utilized,
though different assumptions about the X andY semivariogram models are made. Thefield data set
isresidual bedrock elevation data from the Rocky Mountain Arsenal, Commerce City, Colorado.
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3.5.2.1: Synthetic Directional Semivariogram Demonstration Set

To demonstrate that directional semivariogram models can have a significant impact on model
results, the data set in Figure 3.3a is used, but in this case anisotropy factors are not used, rather
directional semivariogram models are defined. Since this is a synthetic data set, none of the
following models can be argued to be the best representation of site conditions, any more than the
other models, but the exercise demonstrates that directional semivariograms offer great flexibility in
adjusting the estimations to match perceived or measured site conditions. Three different site
scenarios were cal culated based on the following directional semivariogram models (Figure 3.5):

Scenarios | Axis Nest Model Type Range Sill  Nugget
| X 1 Spherical 100 0.14 0.02
2 Spherical 250 0.11
Y 1 Gaussian 231 014 0.02
2 Exponential 62.5 0.11
I X 1 Spherical 100 0.14 0.02
2 Spherical 250 0.11
Y 1 Gaussian 231 007 0.02
2 Exponential 62.5 0.18
11 X 1 Spherical 100 0.14 0.02
2 Spherical 250 0.11
Y 1 Gaussian 625 025 0.02

The ranges of the exponential and Gaussian models are significantly different from the spherical
model ranges used for the Y-axis (40m and 187.5m for two nests) in Section 3.4.1.1. Therange of a
exponential and Gaussian model must be multiplied by the following factors to yield the equivalent
spherical range (Deutsch and Journel, 1992):

Model Tyoe | Practical Range (a)
Exponential 3a
Gaussian a(sort(3))

Despite these rules of thumb, the range for the scenario |11 Gaussian model was set to 1/3 of the
two-nested Spherical model’s range. This configuration more closely resembles the original and
aternate Y-axis models (Figure 3.5, the climbing limbs of the models are more similar, even if the
full Gaussian range is somewhat reduced). These models, are oriented with their mgjor axes to the
Northeast. In Figure 3.6a, the structures for the minor axis were substituted with Gaussian and
Exponential models. In Figure 3.6b, the sill terms for the first structure in the minor axis (Y) was
lowered to 0.7, and the sill for the second structure was raised to 0.18. Finally, in Figure 3.6c, the
minor axis was substituted with a single Gaussian model (sill = 0.25, a second structure with a 0.0
sill component is assumed by the algorithm). The estimations (Figure 3.3a,b, and Figure 3.6a-C)
show the same general NE-SW trend, but vary in detail. The differences are easiest to see near the
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Semivariogram Models

Semivariogram Ellipse Minor-Axis. Various Test Cases

(OO o o o o oy o o S s e oy sy s e, sy ey e ey ey
030 F —
S
= I
g 020
E L o
cU 0
(=) D _ )
S o - Variance J
i ’:' *  Experimental Model i
010 LE ~~  Spherical-Spherical i
L .»*"  Gaussian-Exponential ]
! .+=*”  Gaussian-Exponential (different Cx) | |
’ .»*"  Gaussian (a/3) ]
s Gaussian (asqrt(3)) |
000 " " " " Il " " " " Il " " " " Il " " " " Il " " " "
0 100 200 300 400 500

Distance (meters)

FIGURE 3-5. Semivariogram models used for synthetic directional semivariogram data set. Despite
the general rule of thumb that the practical Gaussian range to a spherical range (@) is the SQRT(3)
multiplied by the range (a), the Gaussian (range (3) x SQRT(3)) model, because it mimicked the
general nature of the other models more closely.

peaks at (100,300: in red), the valley depressions near (425, 210: in blue), and the slope transition at
(70, 130). Although Figure 3.3b, and Figures 3.6a through 3.6¢ appear similar to each other, the
mean absolute differences are as much as 7%, and differences between individual cells are up to
37% (Figures 3.7a, 3.7c, and 3.8), when compared to the kriged mapped using anisotropy factors
(Figure 3.3b). These scenarios demonstrate how the use of directional semivariogram model
descriptions impacts the resulting maps, relative to a scenario which utilizes a compromise
semivariogram model with anisotropy factors.

3.5.2.2: Rocky Mountain Arsenal Demonstration Data Set

To demonstrate the effectiveness, and some of the difficulties, of directional kriging, a data set of
bedrock surface elevations (actually residuals from a second-order trend-surface) from the Rocky
Mountain Arsenal (RMA), Commerce City, Colorado is used. With this data set, use of correct
directional semivariogram models reduced the average estimation variance over the map area, even
though an artificialy large nugget was used. Because of problems with the Gaussian
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a). Spherical-Spherical and Gaussian-Exponential

Contour Legend
Interval = 0.05

D
[=
z
o)
P4
b). Spherical-Spherical and Gaussian-Exponential
With Variable Sill Component
(o))
[=
£
S
z
Contour Legend
S
(/117
(=]
c
z
o)
p4

200 300
Easting

FIGURE 3-6. Results of directional semivariogram models using different assumptions about
major and minor semivariogram models.
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a). Aniso. minus Sph.-Sph. and Gau.-Exp.
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b). Aniso. minus Sph.-Sph. and Gau.-Exp.
With Variable Sill Components

0.08
Contour Legend 0.07
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). Aniso. minus Sph.-Sph. and Gau.

Contour Legend 0.30
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FIGURE 3-7. Differences between original SK models (Figure 3.3a-b), and directional
semivariogram models (Figures 3.6a-C).
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Anisotropic Factor - Directional M odels

a). Spherical-Spherical and | | { [ | | ]
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Mean |Dif_fe_ ence| i 7.39

0} Masimum = 306 :
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FIGURE 3-8. Distribution of differences between origina SK models (Figure 3.3a-b), and
directional semivariogram models (Figures 3.6a-C).

semivariogram model, the nugget term was increased by 260% to stabilize the kriging matrix
(Gaussian models can cause singular matrix problems with small nuggets (Ababou, et al., 1994;
Posa, 1989)).

3.5.2.2.1: Backaround

Johnson (1995) had trouble evaluating this site due to constraint related to the semivariogram
model definition. She recognized directional differencesin spatial statistics, but anisotropy factors
would not allow her to model them correctly. Asaresult, Johnson compromised with a two-nested
spherical model. It is important that the RMA be modeled accurately, because, summarizing
Johnson (1995), there are many serious environmental concerns:

The RMA was established in 1942 for the production of chemical and incendiary
munitions. From 1947 to 1982, herbicides and pesticides were aso produced
(Environmental Science and Engineering, 1987). During this time chemical agents, such
as levinstein mustard (H), phosgene, napalm, isopropylmethyl fluorophosphonate (Sarin
or GB), and dichlorodiphenyltrichloroethane (DDT) were produced (Harding Lawson
Associates, 1992). Problems arose at the site because liquid wastes were disposed of in
lined and unlined evaporation basins, and waste was initially held in settling ponds or
transported by sewer or drainage ditch to the basin (Kuznear and Trautmann, 1980). By
the 1950's the effects of ground water contamination were noted; there was high
waterfowl mortality and extreme crop loss (Harding, Lawson, et al., 1992). By 1974,
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disopropylmethyl phosphonate (DIMP) and dicyclopentadiene (DCPD) contamination was
detected off site (Environmental Science and Engineering, 1987).

Johnson (1995) investigated potential transport routes for contaminants from the RMA. To
accomplish this, Johnson (1995) identified and simulated (using conditional indicator simulation)
paleo-river channels, coarse and fine sediment distribution, and the ground water surface. The
paleo-river channels are of interest because they provide potential pathways for ground water and
contaminant movement. To identify these paleo-river channels Johnson (1995) simulated the
bedrock surface using boring data from 842 wells. This bedrock surface was identified as an
ancient erosional surface which dips slightly to the Northwest towards the Platte River (Harding, et
al., 1992).

In Johnson's (1995) work, the regional dip was removed from the bedrock data using a second-
order trend-surface. Using the residual data, Johnson performed semivariogram analyses and
conditional simulation. A problem arose during the semivariogram analysis, the experimental
semivariograms in the minor and major search directions couldn’t be modeled well using a single
model semivariogram with anisotropy factors. As a result, compromises were made in selecting
semivariogram models (Figure 3.9a) with the hope that, by honoring the short lag data, errors
would be acceptably small.

3.5.2.2.2: Directional Semivariogram Kriging

The directional semivariogram kriging technique was to used separate the directional components
in semivariogram models. The full series of simulations presented by Johnson (1995) is not
repeated here, but the new estimates of the bedrock surface honor the spatial distribution of the data
better than the estimates made by Johnson (1995). This is accomplished by using simple kriging
and evaluating the estimation variance. The estimation variance is a function of the data locations,
and the differences between ordinary kriging and indicator kriging, do not effect the estimation
variance. It is important to note that the estimation variance only provides a comparison of
alternative data configurations; it is independent of the data values (Deutsch and Journel, 1992).

Four semivariogram models were evaluated: (I) one is similar to Johnson’'s (1995) two-nested
spherical-spherical model with anisotropy factors, but an improved model with a lower mean
square error (MSE) is used (Figure 3.9a); (1) another is an accurate directiona spherical-spherical
/ Gaussian model (Figure 3.9b); (111) asecond directional model based on I1, but with amuch larger
nugget to accommodate difficulties with the Gaussian model is used (Figure 3.9c), and finally (1V)
another two-nested spherical-spherical model with anisotropy factors, but an appropriate nugget is
used (Figure 3.9d). The semivariogram models are summarized in Table 3.1.

Model | fits the major-axis (East-West) well, but its spherical-spherical structure is not able to
represent the inflection in the early portion of the minor axis (North-South) experimental
semivariogram. This model assumes a zero nugget. When this model is used with Simple Kriging
on the site data (Figure 3.10a), using a 50 by 50, two-dimensional grid, the smallest estimation
variance results of all the semivariogram models are obtained. The kriged surface and estimation
variance are shown in Figures 3.10b-c. It is thought that this model underrates the estimation
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FIGURE 3-9. Experimental and model semivariograms for RMA bedrock residuas (2nd order
trend removed): a) anisotropy factor model optimized to minimize M SE based on Johnson (1995),
b) optimized minor-axis fit with Gaussian model (note MSE reduced by 82%), c) minor-axis
Gaussian model fit with elevated nugget to reduce kriging matrix instability, d) anisotropy factor
model optimized to minimize MSE, but also honor nugget defined in b).

variance due to the zero nugget. It is clear that the nugget has a y(h) value of approximately 16
(Figure 3.10b). Thisincorrect assumption is corrected with model 1V.

Model |1 (Figure 3.9) has the best fit of the four models evaluated, based on M SE measurements of
the experimental semivariograms. Thefit is particularly good for the minor axis. The MSE for this
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Model | Axis Model Tyoe Range Sl Nugget Y-Aniso MSE
| XIY Spherical 4400 234 0 1.833 943/767
Spherical 11000 246 0.780
Il X Spherical 4400 201 16 NA 911
Spherical 11000 262 NA
Y Gaussian 2806 466 16 NA 136
1" X Spherical 5330 224 39 NA 1270
Spherical 12480 217 NA
Y Gaussian 2874 441 NA 509
I\ XY Spherical 4400 226 39 1.833 987/1060
Spherical 11000 238 16 0.780

TABLE 3.1. Alternative semivariogram models for RMA residual bedrock surface. Range,
sill, and nugget terms are in feet.

axis model is only 12% to 25% of al the other models evaluated. From this model, it was
concluded that the nugget has a y(h) value of 16.0. Due to theoretical problems with Gaussian
models and the small nugget (less than 10% of the variance) associated with these data, this model
has no acceptable solution. Many individual grid cell kriging matrices are singular, or have huge
kriging weights (weights greater than +1.05 were considered unacceptable; weights greater than
+200 were found). Regrettably, this behavior is inherent with the Gaussian model, but increasing
the nugget increases the stability of every matrix solution (Ababou, et a., 1994; Posa, 1989).

Model 111 (Figure 3.9¢c) was developed in an attempt to stabilize the solution, without completely
compromising the model results, the nugget was increased until there are no singular matrices or
individual kriging weights greater than 1.05 (this allows for some negative kriging weights). To
attain this, the nugget was increased to 39.0 (a 244% increase); thisis still only 8% of the data set
variance. The kriged bedrock surface and estimation variance are shown in Figure 3.11a-b. The
average estimation variance is significantly larger for this model than for model |I. The difference
between the estimation variances (Modél |11 - Model 1) are shown in Figures 3.11c and 3.12a. The
estimation variance for model 111, on average, is 12.7% larger than the estimation variance for
model I, but this is not a reasonable reflection of model quality, because the results of model | do
not account for the variance due to the nugget.

Model IV (Figure 3.9¢) is a modification of model | and accounts for the nugget (although not
exaggerated as is necessary for the Gaussian model (111)). The kriged surface and estimation
variances are shown in Figure 3.13a-b. The difference between the estimation variances (Model 111
- Model V) are shown in Figures 3.13c and 3.12b. Now that the nugget isincluded, it is reasonable
to compare the results of using the traditional anisotropy factor model, to those obtained by using
the directional semivariogram model approach. Even though model 111 has increased the nugget by
244% to stabilize the Gaussian model, the mean difference in the estimation variance between
models |l and IV is-5.20%. Thisimplies model 111's (the directional models) results are better, or
at least less uncertain, than the results from model 1V. A Q-Q (quantile-quantile) plot is aso shown
in Figure 3.14 comparing the original (1) estimated residuals vs. each of the other models. It shows
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a). Well Locations

Northing (feet)

b). Original (I) Scenario Kriged
Surface

Northing (feet)

Contour Legend
Interval =5

). Original (1) Scenario Estimation
Variance

Northing (feet)

70000 75000 80000 85000 90000 95000
Easting (feet)

FIGURE 3-10. Location of sample wells at RMA (@), SK map of bedrock elevation residuals (b),
and estimation variance using an anisotropy factor, spherical-spherical semivariogram model | (c)
(Johnson, 1995).

that the results are similar in all models. Each model generates a similar number of sample values
in each of 100 quantiles, but by fine tuning the semivariogram models the estimation variance can
be reduced without making any dramatic changes in the overall model statistics.
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a). Robust Gaussian (111) Kriged
Surface
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b). Robust Gaussian (I11) Estimation
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FIGURE 3-11. RMA SK map of bedrock elevation residuals (a), and estimation variance using
robust Gaussian factor semivariogram models (b), and difference between robust Gaussian (b) and
origina (Figure 3.10c) estimation variance maps (C).

In this example, if the nugget is accounted for, the directional semivariograms yield a better result,
even when the nugget was artificially exaggerated only for the directional model to prevent
problems associated with use of the Gaussian model. 1n some cases though, unstable models (such
as Gaussian) may make the use of directional models undesirable, even when they would, at first,
appear justified. AsPosa(1989) argues, and his conclusion is supported here, it is sometimes better
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a). Gaussian (I11) - Original (1) Estimation Variance

Mean = 12.7
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b). Gaussian (I11) - Original Plus Nugget (1V) Estimation Variance
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FIGURE 3-12. Distribution of differences between alternative estimation variance maps: (a) the
difference between the robust Gaussian (I11) and the anisotropy factor, spherical-spherical
semivariogram model (I); (b) the difference between the robust Gaussian (I11) and the anisotropy
factor, spherical-spherical semivariogram model with nugget (1). The positive, average difference
in (a) indicates the Gaussian model has a higher average estimation variance. The negative, average
difference in (b) indicates the Gaussian model has alower average estimation variance.

to use a semivariogram model which is not as physically correct, but which is numerically more
robust (i.e. a spherical model).

The main problem with implementing directional semivariograms, in this case, was related to the
instability in the kriging matrix resulting from theoretical problems associated with using a small
nugget and a Gaussian semivariogram model. This, however is a general problem for al kriging
methods, and should not reflect adversely on the directional semivariogram method.
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a). Original Plus Nugget (1V) Kriged
Surface
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0=
Contour Legend
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b). Original Plus Nugget (1V)
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FIGURE 3-13. RMA SK map of bedrock elevation residuals (a), and estimation variance using the
anisotropic factor spherical-spherical semivariogram model with a valid nugget (IV) (b), and
difference between the robust Gaussian (111) (Figure 3.10c) and estimation variance maps (b).
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Change In Estimaed Residuals by M odel
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FIGURE 3-14. Q-Q plot of bedrock elevation residuals where the original Spherical model using
anisotropy factors () is compared versus 1) the origina Gaussian model (I1), 2) the robust
Gaussian model, and 3) the original Spherical model adjusted with anugget. The plot suggests that
the general nature of al the models are similar.

3.6: Conclusions

This chapter demonstrates that better definition of the experimental semivariogram, yields results
which better honor the spatial statistics of the sample data. Thisisillustrated by reduced estimation
variance when factors other than model definition are removed. Thisis accomplished by defining
unique model semivariograms along each of the three principle axes of the semivariogram model
ellipsoid. In addition to improving the results, the procedure also makes it easier to model
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experimental semivariograms, because one need not compromise when selecting model types and
sills for each axis. There is an increase in computational effort which increases total processing
time in this study (observed times increased 80% to 200%), but this cost is relatively minor when
compared to the total time the modeler spends developing semivariogram models. Overall, use of
directional semivariogram modeling requires some additional computational time, but modeler
effort is reduced, and most important, a significant increase in accuracy may be attained.
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CHAPTER 4 CLA$VS TH RES_IOLD
INDICATOR SMULATION

With traditional discrete multiple indicator conditional simulation, semivariogram models are
based on the spatial variance of data above and below selected thresholds (cut-offs). The spatial
distribution of a threshold is difficult to conceptualize. Also, in some cases, ordering of the
indicators may influence the results, and changing the arbitrary order, to test sensitivity of the
results to the order, involves a substantial effort. If the conditional simulationsinstead are based on
the indicators themselves, rather than the thresholds separating the indicators, then the spatial
statistics are more intuitive, and reordering the indicators is a trivial endeavor. When class
indicators are used, the indicator order can be switched at any time without recalculating the
semivariograms. If thresholds are used, and the ordering is changed, al the semivariograms must
be recalculated. Despite the significant difference in methods, the model results are nearly
identical.

4.1: Introduction

In traditional Multiple Indicator Conditional Simulation (MICS), the kriged model results are based
on semivariograms describing the spatial distribution of the cut-off’’s between indicators. The
affect of the order of the indicators on the resulting realizations is rarely evaluated even though the
numerical order is arbitrary. For traditional simulation, the estimated indicator at a location is
based on the probability that the location is below each threshold or cut-off (the number of
thresholds equals the number of indicators minus one). A more intuitive approach is based on
calculating the probability of occurrence of each individual indicator. This chapter presents a
technique which uses semivariogram models based on individua indicators (classes), as opposed to
the traditional threshold semivariograms which are based on all the indicators below a cut-off
versus all the indicators above the cut-off.

These differences can be described mathematically as follows. Where the data set has been
differentiated into a finite number of indicators, it is possible to define a random function (Z(x))
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whose outcomes will have values in the range z,.,;, to z,,,.. From the definition of the indicators, K
thresholds can be defined (K + 1 equals the number of indicators) where:

2)<2,<..<% D

The random variable Z(x) can then be transformed into an indicator random variable I(x:z,) by:

L if Z(x) <z,
I(x:z) =0, . k=1..K
,if Z(x) >z
%) (x) >z 42
The first moment of the indicator transform yields :
E{I(x: )} =1x P{Z(x) < .} + 0x P{Z(x) > 2,}
=Py Z(x) <
Azt =2 (4.3)

where E{I(x:z,)} is the expectation of I(x:z), and P{Z(x) < z} and P{Z(x) > z} are the
probabilities Z(x) is less than or greater than the threshold z,. This equation is eguivalent to the
univariate cumulative distribution function (CDF) of Z(x). For classes, similar equations can be
defined. Classes(c;) are equivalent to the indicators defined using thresholds in equation (4.1); they

can also be defined by:

0L if Z(x)<z;
H2,  ifz<Z(x) <z

¢ =0

Ok, if zg_g <Z(X) < z¢

HK +1, if Z(x) > 2 wa

Once the classes are defined, the random variable Z(x) can then be transformed into an indicator
random variable | (x:z,) by:

L, if Z(x) = ¢ .
I(x:ci):%)’ it 200 % ¢ i=1..,K+1
' (4.5)
and the first moment of the indicator transform yields:
E{I(x:c)} =1x P{Z(x) = ¢} +0x P{Z(x) # c;}
=PZ =C
A269 =ci} (4.6)

T-4595: Colorado School of Mines



4.1: Introduction

Here, instead of this defining the univariate CDF, the univariate probability distribution function
(PDF) isdefined. By summing the PDF components though, it can to converted into the univariate
CDF defined by equation (4.3).

Because the equations to define the class or threshold expectation are fundamentally the same, the
class method generates realizations that are equally accurate to threshold redlizations, but it has two
main advantages. First, it is easier to conceptually relate the model semivariograms to the spatial
distribution of the materials. When class semivariograms are calculated, the range reflects the
average size of the indicator bodies (Figure 4.1):

Class Horizontal Range
Silt 112
Silty-Sand 106
Sand 60
Gravel 411

where as, the threshold semivariograms represent the distribution of indicators above or below a
threshold:

Threshold Horizontal Range
Silt vs. (Silty-Sand, Sand, & Gravel) 112
(Silt & Silty-Sand) vs. (Sand & Gravel) 68
(Silt, Silty-Sand, & Sand) Vs. Gravel 41

and these can be difficult to conceptually relate back to the original data in complex geologic
settings. It is important to note, that the first and last class and threshold semivariograms will
always be identical (they are based on equivalent indicator sets (0's and 1's)). The intermediate
semivariograms, though may vary substantially.  The intuitive sense for the threshold
semivariogram range also tends to decrease with an increasing number of indicators. Class
semivariogram ranges though, still reflect the average size of the indicator body. The second
advantage to using classes is that sensitivity to indicator ordering can be evaluated without
developing additional semivariogram models. If thresholds are used, the full suite of threshold
semivariogram models must be recalculated for each reordering. The class approach does have
several disadvantages. 1) more order relation violations occur (discussed later), 2) it is
computationally more expensive (one additional kriging matrix must be solved per grid cell), and 3)
it requires one additional semivariogram model (the number of class semivariograms equals the
number for thresholds, plus one). Thelast two items are only an issue, if ordering sensitivity is not
a concern. |If sensitivities are a concern, preparation for the threshold method requires far more
human effort and computer time to devel op the additional semivariogram models.
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Spatial Distribution of Indicators
150

Meters

0 50 100 150 200
Meters

FIGURE 4-1. Spatia distribution of several indicators. Defining semivariograms based on
indicator classes is more intuitive, because the range reflects the average size of the indicator
bodies. The class semivariogram model ranges are: silt = 112m, silty-sand = 106m, sand = 60m,
and gravel = 41m. For thresholds, semivariogram model ranges are: silt vs. al others = 112m, silt
and silty-sand vs. sand and gravel = 68m, and gravel vs. al others = 41m.

4.2: Previous Work

The "best-estimate” of the conditions at a site may not necessarily be a realistic interpretation of
actual site conditions. By their nature, estimation techniques such as Ordinary Kriging, are
averaging algorithms which smooth much of the true site variability (Figure 4.2). To address this
issue and devel op atechnique that would both honor the data and their spatial statistics, conditional
(constrained by field data) simulation techniques were developed . These techniques use a
probabilistic (Monte-Carlo) approach to estimate site conditions. When estimating a value for a
particular location, the probability that the value is less than each threshold is determined, arandom
number is generated, and an indicator value is assigned based on that random number. Asaresult a
single "realization” will retain much of the variability exhibited by the field data, but a single
"realization” may be a poor representation of actual site conditions. When using simulation
techniques, many models must be calculated; each preserves the nature of the spatial data, but each
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Conditional Simulation

Estimate
From Data

2(h)

Reality

o Data Point

h (distance) (Journel and Huijbregts, 1978)

FIGURE 4-2. Ordinary Kriging (and most other estimation methods) tends to average or smooth
data to achieve a best linear unbiased estimate (BLUE) of reality. Indicator Kriging with
conditional simulation provides a means for modeling the variability observed in nature, while still
honoring the field data. Conditional simulation does not produce a best estimate of reality, but it
yields models with characteristics similar to reality. When multiple reaizations are made and
averaged, values will approximate the smoothed, BLUE.

has a random component. When grouped together (assuming an adequate number of simulations
arerun), the average result is, in theory, the same as a” best-estimate” kriged map.

Several different varieties of conditional simulation are commonly used. Some are based on
continuous data (e.g. contaminant concentrations; Deutsch and Journel, 1992), and others on
discrete data (e.g. geologic units, Deutsch and Journel, 1992). A simple example to distinguish the
two methods isto consider two points representing two different indicators (1 and 3). If an estimate
for a point mid-way between the indicators is desired, the results can be quite different depending
on which method is used. If a continuous simulator is used, the result would be the average, or
indicator 2. If the indicators represent concentrations (indicators #1 = 1 ppm, #2 = 10 ppm, and #3
= 50 ppm) the result is reasonable. If the indicators represent geologic units (indicators #1 = clay,
#2 = sand, #3 = basalt), the averaged solution does not have a physical basis (sand it not
intermediate to clay and basalt). Discrete simulation should be used for the latter case, and the
result would be either indicator 1 or 3. If continuous data are used, either simulation approach can
be applied, but only discrete simulation is considered in this chapter.

Indicator simulation requires that one or more semivariogram models be calculated; one for each
threshold (sometimes a single median semivariogram model based on the median sample value is
applied to all thresholds . To estimate a value for a particular location, the distance, direction, and
value of the neighboring samplesis used to determine the probability that the estimate will be less
than each threshold. This process generates a cumulative density function (CDF). Oncethe CDFis
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calculated, a random number is generated, and for that realization, a specific estimate is selected.
Class and threshold indicator kriging generate the CDF in different ways as shown in Figure 4.3. A

a). Threshold CDF

1.0

> |

g !

8 05 :

< I

E 1

i I

I

0.0 . . . —
1 2 3 4 5
Indicator
b). ClassPDF c). ClassCDF
1.0 -1
> !
= I
3 05 - i
o I
T |
] ] I
!
00 | I | I : |
1 2 3 4 5 1 2 3 4 5
Indicator Indicator

FIGURE 4-3. Class and threshold indicator kriging generate the cumulative density function (CDF)
in different ways. Threshold CDF's are determined directly from the probability that the specified
grid location is less than each threshold level (a). Thefinal CDF term should be less than 1.0 with
the remaining probability attributed to the final indicator. Calculating class CDF's requires two
steps. First the probability of occurrence of each classis calculated (b). The PDF is converted into
a CDF by summing the individual PDF terms (c). |deally the probabilities will sum to 1.0. For
both the threshold and class approaches, a random number between 0.0 and 1.0, is generated to
determine the estimated indicator for the cell. From the random number (e.g. 0.82), a horizontal
lineis drawn acrossto the CDF curve, an avertical line is dropped from the intersection, to identify
the indicator estimate (5).

random path is followed through the grid (Figure 4.4), because, unlike ordinary kriging methods,
previously estimated values are treated as hard data samples and influence subsequent estimates.
Finally, to perform a full analysis of a site, many realizations (the resultant map from one
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S Indicator = 1
\
4 \ Indicator = 0, but
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") @Y/ ® Indicator Undefined
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$

FIGURE 4-4. Thisillustration shows the step wise manner in which agrid iskriged using Indicator
Kriging in conjunction with stochastic simulation. Grid cells containing sample data (hard data
and some types of soft data) are defined prior to kriging. Once these points are defined, the
remaining cells are evaluated. To krige an unestimated cell, a random location is selected,
evaluated and redefined as a hard data point, then the next undefined cell is randomly selected.
This cell selection and estimation process is continued until al grid cells have been visited and
defined.

simulation) must be generated, because each realization represents only one possible interpretation;
not the best or most likely interpretation.

4.3: Methods

Two steps of the simulation process are modified in order to use classes rather than thresholds for
simulation. First, indicator semivariograms are calculated based on the individua indicators rather
than thresholds, and second, the indicator kriging algorithm defines the kriging matrix based on the
probability an indicator occurs, as opposed to the probability that the location being estimated is
below a given threshold. These changes were incorporated into an existing computer program,
SISIM3D .
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4.3.1: Semivariogram Calculation

To calculate a traditional indicator (“threshold”) semivariogram, an individua threshold or cut-off
is selected (Journel and Huijbregts, 1978). All values below the cutoff are assigned a 1, and values
above the cutoff are assigned a0. When using “class’ semivariograms, data locations with sample
values that equal the indicator value being simulated are set to 1, the remaining values are set to 0.
The class approach differs from threshold approach in that both a low and a high cut-off are
defined.

4.3.2: Data Definition

The hard and soft data labeling conventions are defined differently for class and threshold
simulations. For both approaches, each data point is transformed into an indicator mask composed
of 0's and 1's (some soft data may have an associated probability distribution reflecting a weight
between 0 and 1, for a particular class or threshold level). Using traditional methods, the mask is
set to 0 if the data value isless than the specified indicator threshold, and the mask is set to 1, if the
data value is greater than the specified indicator threshold. For example, hard data with the
indicator order basalt, clay, silt, sand, gravel, and cobbles, would have the following traditional
indicator masks:

Basdt =11111
Clay  =01111
Silt = 00111
Sand = 00011
Gravel = 00001

Cobbles = 00000

There is one less mask (5) than there are indicators (6). For class semivariograms, the mask
indicates whether the data point is (1) or is not (0), the specified indicator. For the same example
given above, the masks would be:

Basdlt = 100000
Clay = 010000
Silt = 001000
Sand  =000100
Gravel =000010
Cobbles = 000001

Using the class method, the number of masks equals the number of indicators.

Soft data are those associated with non-negligible uncertainty. Three different soft data types are
summarized below:

* Type-A:lmprecise data. These data are classed as a given indicator with associated
mi sclassification probabilities described in the next section.
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» Type-B:Interval bound data. The value at these locationsis known to fall within agiven
range (i.e., the probability of occurrence is zero outside of the interval), but the
probability distribution within that range is unknown.

» Type-C:Prior CDF data. A probability density function (PDF) is known for these data.
The data could be one of several indicators; the most likely indicator is defined by the
PDF. The PDF could be defined from an analogous site or expert opinion.

Several masking examples for both class and threshold indicators are given below:
Class Threshold Comments

* Type-A = 001000 00111 The quality of this information is described with a
p;-p, term (see next section).

* Type-B = 001110 00111 The datum is known to represent one of severa
indicators. There is no information available
though to describe which indictor is most likely.
The PDF is built by kriging the surrounding data.

* Type-C =001110 00111 The datum is known to represent one of several
indicators, and there is a PDF available to describe
the probability of occurrence for each indicator
(e.g., 0%, 0%, 20%, 50%, 30%, 0%).

For Type-B data, the threshold method requires that additional information be stored defining the
top of the interval. These notation methods are not strict theoretical requirements, but are
conventions for this particular algorithm.

4.3.3: P,-P, Calculations

When describing Type-A (imprecise) data, the probability that the data correctly, or incorrectly,
reflect the value being classified is defined by the misclassification probabilities, p; and p, . They
are defined as:

p,: Given that the actual value is less than the threshold (or in the class), p; is the
probability that the measured value is less than the threshold (or in the class) (correctly
classified).

p,: Given that the actual valueis NOT less than the threshold (or not in the class), p, isthe
probability that the measured value is less than the threshold (or in the class)
(incorrectly classified).

These values are determined by comparing the soft data to co-located hard data with atraining set.
After p; and p, have been determined, the misclassification probabilities can be used for the same
type of soft data, at locations where hard data are not present.

Using indicator thresholds, p; and p, are determined by measuring the ability of soft information to
correctly classify the hard training set data above and below a specified threshold level. Thisis
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shown graphically, for two thresholds, in Figure 4.5. The misclassification probabilities are defined
as.

p,=A/(A+D) 4.7
p,=B/(B+C) 4.8

Inregion A, points are correctly classified as being below the specified threshold, Inregion C, they
are correctly defined as being above the threshold. In regions B and D, the soft data incorrectly
classify the sample. Ideally p, is greater than p,. For hard datap; = 1.0 and p, = 0.0. If the soft
data are not correlated with the hard data p, = p, (NOTE: p, and p, are not expected to sum to 1.0).
The difference between p, and p, indicates how useful the soft data are for classifying the samples.
When using indicator classes, rather than thresholds, the implications of p; and p, are the same, but
calculating p; and p, is more complex and the misclassification probabilities tend to increase as the
number of classesincreases. A graphical representation for calculating p; and p, is shown for three
classesin Figure 4.6. The misclassification probabilities are defined as:

p,=E/(D+E+F) (4.9
p,=(B+H)/(A+B+C+G+H+I) (4.10)

In region E, points are correctly classified as being included in the specified class. InregionsA, C,
G, and |, they are correctly defined as being outside of the class. Inregions B, D, F, and H, the soft
dataincorrectly classify the sample.

Due to the nature of the p,-p, classification scheme, the results for the class and threshold p;-p,
terms are identical for the first and last indicators (Figures 4.5 and 4.6: Thresholdg,s, p;-p, =
Class_gp59 = 0.67, and Threshold, gy P1-P2 = Class. ggpe = 0.73). This is because, in the class
method, the upper or lower bound is missing, and the equations reduce to that used for thresholds.
For other classes and thresholds, the p,;-p, will vary significantly. If asinglethreshold is used, there
are only four possible classifications (A, B, C, D). Basically the soft sample values need only be on
the correct side of the cut-off for the threshold to correctly identify the hard data sample. Using
classes, the soft data have both high and low cut-offs, therefore the soft data precisely identify a
location as being, or not being, a member of a hard data class (Figure 4.6). This is a more
restrictive constraint and as aresult, the interior class p;-p, values are lower than those for threshold
simulation. The quality of the soft data has not changed, it is just defined differently. What has
changed is the ability of the algorithm to describe the imprecision. Other approaches have been
proposed, but are not implemented here.

4.3.4: Difference Between Prior Hard and Prior Soft Data CDF’sfor Class and
Threshold Simulations
An additional and important difference between class and threshold simulation is the definition and

treatment of the difference in the hard data and soft data prior probability distributions. After the
kriging matrix has been solved, the CDF is estimated for each class or threshold. The CDF
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Class 9250-10000 p1-p2 Calculation 1, Class > 10000 p1-p2 Calculation
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B
Class: 9250 - 10000 g
A =158 pPl=E/(D+E+F) *
B=24 =12/ (19 + 12 + 16) vl
Cc=7 =0.26 X000 000 10000 12000 14000
Actual Sonic Velocity (ft/sec)
D=19
E=12 p2=(B+H)/(A+B+C+G+H+I)
F=16 =(24+11)/(158+24+7+4+ 11+ 73)
G=4 =0.13
H=11
1=73 pl-p2=0.13
Class> 10000 A=213 pl=73/(15+73+0)=0.83
B=23
D=15 p2=(23+0)/(213+23+0+0+0+0)=0.10
E=73
pl-p2=0.73
Class: < 9250 E=158 pl=158/(0+ 158 + 31) = 0.84
F=31
H=23 p2=(0+23)/(0+0+0+0+23+112) =0.17
=112
pl-p2 =0.67

FIGURE 4-6. Graphical method for calculating p; and p, values for a specific class. Data from
CSM Survey Field.
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estimate is calculated from the hard and the soft data points in the search neighborhood, the relative
frequency of each indicator in the prior hard and soft data, and by the soft data scaled by the p;-p,
term discussed above. Often, hard and soft data collection techniques suggest different percentages
of each indicator occurring at the site. If the simulator uses thresholds, the correction term is based
on:

| (percentage of hard data < threshold) - (percentage of soft data < threshold) |
If classes are used, the correction term is based on:
| (percentage of hard data = class) - (percentage of soft data = class) |

The difference is subtle but important. For the threshold approach, if the probability of a single
threshold varies significantly between the hard and soft data, particularly if it is the first threshold,
the importance of the remaining thresholds can be under-valued. Reordering the indicators could
alleviate some of this problem. For the class approach, the relative occurrence of each indicator is
directly compared, therefore when one class has very different prior hard and prior soft
probabilities, these will not seriously affect other class estimates. This is because, indicators are
directly compared, and errors are not cumulative.

4.3.5: Order Réeation Violations

As with traditional threshold simulation, the class CDF for a particular grid location may not be
monotonically increasing and may not sum to 1.0. These are order relation violations (ORV'S).
They can be caused by use of inconsistent semivariogram models for the different thresholds or
classes, or by use of different prior probabilities and p;-p, weights applied to soft data. Using the
algorithms described here, thresholds and classes manage ORV'’s in dightly different manners.
Thisis, in part, due to theoretical differencesin how the CDF's are generated, but it is al'so due to
technical difficulties in equating the threshold CDF and the class PDF.

The method for managing threshold ORV’s in SISIM3D was not modified, but the methods used
were not appropriate for classes. Therefore a new set of tools for managing class ORV'’s was
developed. The differences between the two methods are described below and are diagrammed in
Figure 4.7.

For the threshold method, one type of ORV occurs when the CDF declines from one threshold to
the next (Figure 4.7a8). A CDF is a cumulative probability, so a declining CDF is physicaly
impossible. Itisnot possible to determine which threshold causes the problem, therefore to remedy
the situation, the average of the two probabilities is assigned to both thresholds (note, the indicator
associated with the declining CDF term, has zero probability of occurrence). For classes, the
equivalent problemis an individual class having a negative probability of occurrence (Figure 4.7h:
indicator #2), which is also physically impossible. In this case though, it is reasonable to simply
assign that class a zero probability of occurrence. Thereis no obvious reason to distribute the error
to another unrelated indicator.

Another type of ORV occurs when the CDF sums to a value greater than, or less than 1.0. For
thresholds, the last threshold CDF term is often less than 1.0 (Figure 4.7a), and it is assumed that
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FIGURE 4-7. For both the class and threshold approach, there are two basic types of order relation
violations (ORV). a) An individual CDF probability is less than the CDF of a smaller threshold
(the CDF is decreasing); this is equivalent to a class having a negative probability of occurrence.
Thistype of ORV isresolved for thresholds by averaging the two CDF's so that they are equal; for
classes, a 0.0 probability of occurrence is assigned to the PDF. b) When cumulative probabilities
are greater than 1.0, the value is truncated to 1.0 for the threshold approach, while for the class
approach, the probability of each classis proportionally rescaled, so that the CDF will sum to 1.0.
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the balance of the CDF is described by the final indicator. Thisis generally the case, but as shown
in an equivalent class example, it is possible for the final indicator to account for significantly more
(or less) than the remaining portion of the CDF (Figure 4.7c). With classes, the overestimate in the
CDF can be proportionally absorbed by each of the PDF components (PDF,,, = PDF,4 / CDF;4
vaue)- 1N this example though, the threshold method would not have recognized that an ORV
occurred. It is also possible that the threshold CDF will exceed 1.0 (Figure 4.7d). Currently
thresholds manage this problem by truncating the CDF to 1.0 for the affected threshold (and all
following thresholds). This solution is not very satisfying, in part, because it implies the offending
threshold level is fully responsible for the error, even though the CDF is a cumulative probability
(i.e., an earlier threshold could be the root cause of the problem). It is also unstatisfying because it
biases results to the lower order indicators. Classes again, manage this situation by distributing the
error over al the PDF components (PDF,,, = PDF 4/ CDFf4 vaue: Figure 4.7e).

As implemented, the techniques for managing class ORV’s are less biased then the threshold
method. Thisisfortunate, since the class method also produces more ORV'’s. It isfelt though, that
some of these extra ORV’s occur when the threshold CDF does not sum to 1.0, and a mistaken
assumption is made that the remaining indicator exactly contributes the remaining portion of the
CDF (compare Figures 4.7avs. 4.7¢).

4.4. Applications

Two data sets are used to demonstrate that class indicator simulations generate statistically identical
realizations as threshold indicator simulations. Thefirst isasimple synthetic data set with fourteen
hard data points. The two series of solutions yield similar results, but are not exactly the same,
because of the differences in how ORV’s are managed. The second data set is from the Colorado
School of Mines Survey Field in Golden, Colorado and includes hard data, as well as Type-A, B,
and C soft data. The use of classesrather than thresholdsis not meant to improve results, rather it is
intended to render the process more intuitive, and to facilitate testing the sensitivity of simulations
to the order of the indicators.

4.4.1: Synthetic Data Set

The synthetic data set is composed of fourteen samples distributed in two-dimensional space,
representing one of three indicators (silt, silty-sand, and sand) (Figure 4.8). A single isotropic
median semivariogram model is assumed for each indicator threshold or class, because with this
small data set, it was not possible to generate useful experimental semivariograms for each
threshold or class. Use of a median indicator semivariogram model under these conditions is a
reasonable and recommended approach . This also ensures that the differences between the
resulting simulationsis a function of the algorithm and not due to differences in the semivariogram
models. The median semivariogram model is:
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Data Distribution
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FIGURE 4-8. Synthetic data set distribution.

Model Type = Spherical

Range =162m
Sill =0.244
Nugget =0.0

A regularly spaced, two-dimensional, 50 by 35 grid of 10 m by 10 m grid cellsis used to create six
series of 200 realizations each (this defines the final grid; a coarse pre-grid 20m by 20m was first
calculated. Thisismanaged within SISIM3D and isfairly transparent to the modeler). Three series
are generated for the threshold approach and for the class approach with the same reordering of
indicators. For thefirst simulation series, the indicators are defined as:

Silt =0
Silty-Sand =1
Sand =2
For the second series, the indicator order was reversed:
Silt =2
Silty-Sand =1
Sand =0

and because the order is arbitrary, the indicatorsin the last series were defined as:
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Silt =0
Silty-Sand =2
Sand =1

If a median indicator semivariogram model was not being used, the threshold semivariogram
models would have to be recalculated, but the class semivariogram models would remain
unchanged. The averaged results of the simulation series are expected to be nearly identical in
these cases, because a median indicator semivariogram is used, but in a field application, different
semivariogram models would be used for each class and threshold, and the results of the class
simulations are likely to vary from the threshold results. For individual simulations, changing the
indicator order will change results, because the new ordering also changes the CDF. The indicator
components of the PDF are unaltered, but with the new order, a different CDF is built (Figure 4.9).

a). Reordered Class PDF b). Reordered Class CDF
1.0 -

i H |
z |
£ 05 4 |
o I
& |
] ] |
— I

0.0 1 | I | I I |

3 5 2 1 4 3 5 2 1 4
Indicator Indicator

FIGURE 4-9. Reordering indicators in conditional simulation changes the results for an individual
simulation grid cell, because the CDF changes along with the indicator ordering, even though the
individual components of the PDF do not. Here the indicators from Figure 4.3 have been
reordered. The same random number is used, but now, instead of indicator #5 being selected,
indicator #4 is selected.

As aresult, when the same "random” number is used are used to select from the CDF, a different
indicator is selected (Figure 4.9).

4.4.1.1: Initial Indicator Ordering

The class and threshold simulations generate visually similar, but not identical realizations for the
original indicator ordering scheme (silt = 0, silty-sand = 1, sand = 2). Cell by cell comparison of
the realizations reveals that differences do occur, but these differences are caused by differencesin
the way order relations violations are resolved in the two methods. Despite these differences, the
results are sufficiently similar, that both sets of results are considered reasonable and acceptable.
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Severa redlizations from each simulation series are shown in Figures 4.10 and 4.11. For each

a). Threshold Realization #32 (Series #1) Class Realization #32 (Series#1)

Northing (m)
Northing (m)

0 100 200 300 400 0 100 200 300 400
Easting (m) Easting (m)
b). Threshold Realization #32 (Series#2 - Rever sed) Class Realization #32 (Series#2 - Reversed)
| b |

T T

Northing (m)
Northing (m)

0 100 200 300 400 0 100 200 300 400
Easting (m) Easting (m)
c). Threshold Realization #32 (Series#3 - Reorder ed) Class Realization #32 (Series #3 - Reordered)

Northing (m)
Northing (m)

0 100 200 300 400 0 100 200 300 400
Easting (m) Easting (m)

FIGURE 4-10. Realization (#32) pairs for the &) origina indicator ordering, b) reversed ordering,
and c) arbitrary reordering for thresholds (left) and classes (right). In these redlization pairs there
are significant differences between the class and threshold results: a) there is more silty-sand in the
classrealization at location (270, 10); b) sand bisects the silt in the threshold realization at location
(100, 100); this not present in the class realization; ¢) more sand is in the class realization at
location (270, 10). The differences between the realization pairs in a, b, and ¢ are expected,
because reordering the indicators changes the CDF.

paired realization set (realizations using the same random number seed) there are clear similarities
in the results, but there are al so significant differences (e.g. the Southern portion of Realization #32,
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a). Threshold Realization #100 (Series#1) Class Realization #100 (Series#1)
sand
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2 siy- 2
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) | u i
100 200 300 400 100 200 300 400
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b). Threshold Realization #100 (Series#2 - Reversed) Class Realization #100 (Series#2 - Rever sed)
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0 100 200 300 400
Easting (m) Easting (m)
¢). Threshold Realization #100 (Series#3 - Reor dered) Class Realization #100 (Series#3 - Reor der ed)

Northing (m)
Northing (m)

sand
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sand

silt
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0 100 200 300 400
Easting (m) Easting (m)

FIGURE 4-11. Realization (#100) pairsfor a) original indicator ordering, b) reversed ordering, and
¢) arbitrary reordering for thresholds (left) and classes (right). These threshold and classrealization
pairs are similar. The differences between the realization pairsin a, b, and ¢ are expected, because
reordering the indicators changes the CDF.

Figure 4.10). The class readization has more silty-sand near location (270, 10) than the threshold
simulation (Figure 4.10a). In other model pairs, there are only minor differences (e.g. Realization
#100, Figure 4.11). The similarities occur because the same " random” path is used to generate each
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model grid pair (Figure 4.4), and the same "random” number is used to select from the CDF. For
most cells, the CDF is sufficiently similar that the same estimate is made for each cell. Because
there are differences in how negative probabilities are generated and resolved, the CDF's are
slightly different in some instances. When this occurs, a random number can be generated which
results in a different estimate for the cell. From that point on, the results of the two realizations
will diverge, because previously estimated cells are treated as hard data values in subsequent
calculations for, as yet, unestimated cells in the simulation. Depending on the location and timing
of the divergent estimate, results may be quite similar or different. When the indicators are
reordered, the results change substantially (Figures 4.10b,c and 4.11b,c vs. 4.10a and 4.11a). For
example, in the second set of Figures 4.11a-c, the amount and distribution of the silty-sand varies
substantially. This occurs because the order of the CDF has been changed, yet the same random
numbers are used. Individual realizations are not expected to be similar when the indicator order is
changed; the averaged results of many realizations though, should be the same.

It is useful to compare differences between the uncertainties associated with the realization series
instead of comparing individual simulations. In Figures 4.12a-f, the 200 realizations for each
simulation series have been summed and averaged for each indicator, showing the probability that a
particular indicator will occur at each location (red indicates areas where the indicator always
occurs, and blue indicates where the indicator never occurs). If these maps are summed (Figures
4.12a+c + e or 4.12b + d + f) every cell will equal 100 percent. The maps and histograms in
Figures 4.13a-f and 4.14a-f present the distribution of the maximum probability of any indicator
occurring for each approach for each cell, providing an overall measure of uncertainty. With three
indicators, the minimum value is 33% (blue: al indicators equaly likely to occupy cell) and the
maximum value is 100% (red: at locations with hard data point). ldeally these maps would be
nearly identical, signifying that, although different estimation techniques are used, the same net
result is obtained. However, in this case the threshold orderings, always have a slightly higher
mean probability of occurrence (Figures 4.14a, ¢, and e mean values versus 14b, d, and e mean
values), which implies the threshold results are dlightly better than the class results. The
differences though are small, and as will be shown in section 4.4.2.2, threshold results are not
always associated with greater certainty. In this example, class and threshold realizations vary by
as much as 12% in some areas (Figure 4.15a: the largest differences areindicated in red and blue (+
and - errors), with green areas yielding nearly identical results). This is because the variation of
uncertainty caused by simply reordering the indicators is of a similar magnitude for threshold
simulations. Thisis demonstrated in the next section and illustrated in Figures 4.15b and 4.15c.

4.4.1.2: Reverse and Arbitrary Indicator Ordering

Although the initial comparison of class and threshold simulations indicate small, local areas that
are significantly dissimilar, the variations are on the same scale ( are simply reordered (Figures
4.15b and 4.15¢). If the differences which occur from an arbitrary reordering of the indicators are
no larger than those that result from using classes, it is concluded that the class and threshold
techniques are essentially the same.

When the order of the indicators is simply reversed (silt =0 2, silty-sand = 1, sand = 2 0), the
differences in the threshold simulations are relatively minor, again about rily reordered (silt = 0,

82

T-4595: Colorado School of Mines



4.4: Applications

a). Threshold: Probability of Occurence- Silt b). Class: Probability of Occurence- Silt
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FIGURE 4-12. Maximum probability of occurrence for each indicator. At hard data locations, the
indicator type is known; the probability is 0% for any other indicator type, or 100% for the
specified indicator type.

silty-sand =1 2, sand =2 1, Figure 4.15¢). Giventhislevel of variability in realization results, due
only to the order of the indicators, similar variations due to class simulation indicate that the
approach is as acceptable as the threshold approach. Additional realizations (1000's) are being
computed to determine if these differences are due to the size of the ssimulation series (200). These
results though, are not yet available.
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a). Threshold Simulation Series#1
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c). Threshold Simulation Series#2 (Rever sed)
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€). Threshold Simulation Series#3 (Reordered)
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b). Class Simulation Series#1
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d). Class Simulation Series#2 (Rever sed)
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FIGURE 4-13. Maximum probability of occurrence of any indicator. At known data points, the
maximum probability of being a particular indicator is 100%. The minimum probability is 33%
(100% / # of indicators); at these locations each indicator is equally likely to occur. These mapsare
useful for evaluating the spatial distribution of uncertainty.

Variability of results for different ordering of indicators using class indicator smulation is equally
consistent. Result from two reordering schemes are shown in Figures 4.15d (silt =0 2, silty-sand =
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Threshold Simulation Series#1 Class Simulation Series#1
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FIGURE 4-14. Fregquency of maximum probabilities throughout the grid. At known data points, the
maximum probability is 100%. The minimum probability is 33% (100% / # of indicators); at
locations where each indicator is equally likely to occur.

1, sand =2 0) and Figures 4.15e (silt = 0, silty-sand =1 2, sand = 2 1). As with the threshold
realization series, the differences in the class realization series appear random and are limited to
approximately
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a). Threshold - Class Simulation Series
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FIGURE 4-15 a,b. Difference between a) threshold and class maximum probability maps, and b) threshold and threshold (reversed)
probability maps. These maps show areas, where the different series return different averaged results. Differences are largest, although
of opposite sign, in red and blue areas. Differences are smallest in green areas. The histograms are useful for identifying the magnitude
and distribution of the differences.
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€). Class- Class (Reordered) Simulation Series
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FIGURE 4-15 e,f. Difference between @) class and class (reordered) maximum probability maps, and b) threshold (reversed) and class
(reversed) probability maps. These maps show areas, where the different series return different averaged results.  The histograms are
useful for identifying the magnitude and distribution of the differences.
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For each ordering scheme, the differences between the threshold and class simulations (Figures
4.15a, 4.15f, and 4.150) are less then the differences between different ordering schemes when the
same method was used. Given these similarities, and knowing that differences result in differences
in managing ORV's, it is concluded that class and threshold simulation generate equivalent results.

4.4.1.2.1: Smulation Differences Due to Indicator Order

One of the initial motivations for using classes was to eliminate the differences in simulations
resulting due to indicator ordering. As seen in the examples above, the class simulations have a
similar problem. The probability for each class indicator is calculated independently, therefore
order should not make a difference, yet it does. If the differences are not due to computer round-
off, there should be differences in the kriging matrices or the kriging weights, however cells with
different results were identified and compared, and this was not the case. It is possible that some of
the differences due to indicator ordering are associated with the random number generator but this
is difficult to demonstrate or prove. The random number generator used in this program was
evaluated for agroup of 10,000 and 100,000 random numbers (Figure 4.16a,b,c), and no serious, or
obvious hias was found, but all numbers are not equally sampled. These differences could explain
some of the differences in the simulation results, because when the indicators are reordered,
preferences to different "random” number ranges could cause abias. It isthought that the source of
the problem, is the management of the ORV’s.

4.4.1.2.2: Smulation Differences Due to Order Relation Violations

Resalization #32 (Figure 4.17 (these are the coarse pre-grids for the realizations in Figure 4.10a)) is
used to demonstrate the difficulties that arise, due to ORV’s. The first violation occurred at cell
((25, 2) (490m, 30m)) during the simulation of the coarse grid (realizations are calculated in two
passes; a coarse grid is ssimulated first, then it is used to condition the fine grid). Calculations for
this cell were based on 37 values (including original sample points and prior estimated grid cells)
(Table 4.1). Because the same semivariogram models were used for all class and threshold levels,
the class and threshold kriging matrices were identical, therefore the kriging weights were
identical. The following uncorrected CDF (threshold) and PDF (class) values were calculated:

CDF PDF
Threshold | F(Z<thr.) Threshold | F(Z=class)
05 0.563 1.0 0.563
15 1.089 20 0.526
3.0 0.000

Both the threshold (1.089 > 1.0) and class (0.563 + 0.526 = 1.089 > 1.0) probabilities needed to be
rescaled to 1.0. The threshold method truncates CDF values greater than 1.0 to 1.0, and the class
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g). Threshold (Reordered) - Class (Reordered) Simulation Series
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FIGURE 4-15 g. Difference between threshold (reordered) and class (reordered) maximum probability maps. These maps show areas,
where the different series return different averaged results.  The histograms are useful for identifying the magnitude and distribution of
the differences.
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FIGURE 4-16. Test of random number generator: &) scatter of 10,000 sequential random numbers,
b) frequency distribution of 10,000 random numbers (equal distribution would put 1% in each
class), and c) frequency distribution of 100,000 random numbers (equal distribution would put 1%

in each class).
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FIGURE 4-17. Coarse grid redlization (#32) pair for the original indicator ordering. These grids,
are dightly different, due to an ORV occurring at (490m, 30m). Because of the ORV, the CDF's
varied between the two methods at this cell, and a random number in each realization selected
different material types for the cell. From this point forward, the prior sample data, and prior
evaluated cells varied.
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method scales all the PDF terms so they will sumto 1.0. The corrected distributions are:

CDF PDF
Threshold | F(Z<thr.) Threshold | F(Z=class)
05 0.563 1.0 0.517
15 1.000 20 0.483
3.0 1.000
and the final class PDF is converted to a CDF:
CDF CDF
Threshold | F(Z<thr.) Threshold | F(Z=class)
05 0.563 1.0 0.517
15 1.000 20 1.000
3.0 1.000

4.4: Applications

The probabilities are no longer the same, and in this realization, a random number of 0.547 was
generated to select the indicator class. Asaresult, for the threshold realization, the cell was defined
as silt (indicator #1; 0.547 < 0.563). For the class redlization, the cell was defined as silty-sand
(indicator #2; 0.547 > 0.517).

Although the methods initially agreed exactly on the probability of occurrence for indicators#1 and
#2, the different procedures for correcting the ORV's, resulted in different CDF's. As a
consequence, the results for this grid cell pair, and those following, diverged. With different
estimates for this cell, future class and threshold calculations using this cell as a conditioning point
would generate different CDF's even without further ORV’s.

4.4.2: Colorado School of Mines Survey Field

At the CSM survey field, located on the west edge of Golden, Colorado (Figure 4.18), hard and soft
data were collected to investigate the use of soft data for reducing uncertainty associated with
groundwater flow models. The site datainclude core and chip samples; borehole geophysical logs;
and eight (Figure 4.19), two-dimensional, cross-hole, tomographic sections. A sub-region of the
data set is used to demonstrate class vs. threshold indicator simulation.

This data set is used to compare the class and threshold simulation techniques, using, not only hard
data values, but also three different types of soft data. Because of differencesin the semivariogram
models, and management of soft data, the simulations generated using threshold and class
approaches were not identical. In this case, the class realizations have a dlightly higher average
certainty level, though uncertainty at individual cells can be substantially higher or lower than the
threshold models in the same cell. Some of the differences may be due the random number
generator, but most likely they result from differences in managing ORV'’s.
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Coarse Grid Postion Indicator 1D Kriging
X Y Z Threshold Class Weight
21 3 1 111 100 0.328
21 5 1 011 010 0.437
20 2 1 11 100 0.117
18 2 1 11 100 0.128
23 4 1 001 001 -0.051
21 7 1 011 010 0.048
17 7 1 011 010 0.104
22 8 1 001 001 -0.015
24 6 1 001 001 -0.018
24 7 1 001 001 -0.014
17 8 1 011 010 -0.007
15 3 1 111 100 0.044
15 2 1 111 100 -0.030
14 5 1 001 001 0.010
14 8 1 011 010 -0.023
23 11 1 001 001 -0.045
14 9 1 011 010 -0.033
24 1 1 001 001 -0.011
22 12 1 001 001 -0.004
14 10 1 011 010 0.000
24 12 1 001 001 0.041
1 3 1 11 100 -0.012
1 7 1 001 001 -0.005
1 1 1 11 100 -0.002
1 8 1 001 001 0.003
22 14 1 001 001 0.004
1 9 1 001 001 0.017
16 14 1 111 100 -0.001
14 14 1 111 100 0.004
7 5 1 001 001 0.001
7 10 1 111 100 -0.006
5 2 1 11 100 0.000
7 14 1 11 100 -0.001
4 10 1 001 001 0.000
3 2 1 111 100 -0.002
7 17 1 111 100 -0.002
1 2 1 111 100 -0.002

Silt 111 100

Silty-Sand 011 010

Sand 001 001

TABLE 4.1. Kriging weight and nearest neighbors for both class and threshold realization

#32. Theindicators at each point, and the kriging weights are identical.
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FIGURE 4-18. CSM Survey Field location map.

4.4.2.1: Model Definition and Simplifying Assumptions

The model and grid dimensions are based on the same data and indicator classes as described by
McKenna and Poeter (1994) for the CSM survey field (Figure 4.20). However, only a small sub-
grid was used for this demonstration. The grid was dimensioned 80 columns equally spaced
between 2,045 feet - 2,450 feet in the X direction, 60 rows equally spaced between 4,228 feet -
4,533 feet intheY direction, and 2 layers, each two feet thick between 5,917 feet - 5,921 feet in the
Z direction. This same grid was used for both the threshold and class simulation.

The eight indicator classes are based on seismic velocities of different materials at the site (Table
4.2). The indicators were selected after thorough analysis which concluded that the seismic
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CSM Survey Field site map. Dots represent borehole locations. Solid lines identify

location of tomography surveys.

Indicator

Material Description

o 0o A W N P

7
8

Conglomerate (Lyons Formation)

Fine to coarse sandstone with conglomerate lenses

Fluvial sandstone (Lyons Formation)

Very fine to very coarse sandstone

No core recovered. Moderately consolidated with low-moderate clay

Two materials: 1) silty sandstone, and 2) poorly sorted sandstone with
siltstone and conglomerate lenses

No core recovered. Poorly consolidated, low clay material

No core recovered. Well fractured area of any material type.

TABLE 4.2. Indicator and associated material type.

velocitiesreflected differencesin hydrologic flow properties. Several distinctly different lithologies
were grouped together because they displayed similar hydraulic properties and spatial correlation’s.
The indicator classes are defined in Table 4.3. Initial estimates of hydraulic conductivity values
were assigned to each indicator based on either material type, permeability measurements, or
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Indicator | Sonic Velocity (ft/sec) | Hydraulic Conductivity (ft/day)

1 > 10870 0.0011
2 10000 - 10870 0.0011
3 9050 - 10000 0.0025
4 8550 - 9050 0.0043
5 8050 - 8550 0.040
6 7250 - 8050 0.0043
7 6060 - 7250 0.40

8 < 6060 7.8

TABLE 4.3. Theindicator classification is based on sonic velocity measurements, and are
matched to approximate hydraulic conductivity’s.

estimated material sonic velocities. Later, inverse flow modeling was used to improve the hydraulic
conductivity estimates. The sonic-velocities were used as Type-A data as described in Tables 4.4

Threshold
Threshold Velocity
(ft/sec) Threshold P1 P2 P1-P2
6060 7 0.00 0.00 0.00
7250 6 0.56 0.04 0.52
8050 5 0.58 0.05 0.53
8550 4 0.63 0.10 0.63
9050 3 0.84 0.17 0.67
10000 2 0.90 0.17 0.73
10870 1 0.91 0.15 0.74
6060 velocity: No hard datato calibrate against. Found only in tomography cross sec-
tions.

TABLE 4.4. Threshold p;-p, estimeates.

and 4.5. The p;-p, values are significantly lower for the class method, because the class method is
more restrictive.

The frequency distribution of indicators was based on the same sample information (Tables 4.6 and

4.7). The soft data prior distributions are based only on hard and the Type-A data. Type-B and C
data were available, but assigning them to an individual class or threshold is not possible.

In order to make realizations for the class and threshold simulation as similar as possible, the same
data distributions and grid were used. It was not possible to use the same semivariogram models
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Class
Velocity Range
(ft/sec) Class P1 P2 P1-P2
< 6060 8 0.00 0.00 0.00
6060 - 7250 7 0.56 0.00 0.56
7250 - 8050 6 0.39 0.04 0.35
8050 - 8550 5 0.25 0.12 0.13
8550 - 9050 4 0.45 0.18 0.27
9050 - 10000 3 0.26 0.13 0.13
10000 - 10870 2 0.38 0.05 0.33
> 10870 1 0.84 0.00 0.84

6060 velocity: No hard datato calibrate against. Found only in tomography cross sec-

tions.

TABLE 4.5. Class p;-p, estimates.

Cumulative Probability
Threshold Hard Soft Difference
15 0.1638 0.2306 0.0668
25 0.2370 0.3120 0.0750
35 0.2706 0.5031 0.2325
45 0.3693 0.7306 0.3613
55 0.3886 0.8491 0.4605
6.5 0.5066 0.9429 0.4363
75 1.0000 0.9748 0.0252

TABLE 4.6. Threshold prior hard and prior soft (Type-A) data distributions. The large
differencein threshold 3.5 propagates through threshold 6.5.

(Tables 4.8 and 4.9) in both sets of simulations though, because the class and threshold methods
calculate the semivariogram models on different portions of the data set. The first and last
semivariogram models will aways be identical, but there can be significant differences in the
intermediate models. For example, the maximum range for threshold 3.5 is 282 feet in the East-
West direction and 174 feet in the North-South direction. For classes three and four, the respective
ranges are much shorter (111, 77 feet and 117 feet respectively). It is thought that most of the
differencesin the simulation results are due to the differences in the semivariogram models.

T-4595: Colorado School of Mines
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Individual Probability
Class Hard Soft Difference
1 0.1638 0.2306 0.0668
2 0.0732 0.0814 0.0082
3 0.0336 0.1911 0.1575
4 0.0987 0.2275 0.1288
5 0.0193 0.1184 0.0991
6 0.1180 0.0938 0.0242
7 0.4934 0.0319 0.4615
8 0.0000 0.0252 0.0252
TABLE 4.7. Class prior hard and prior soft (Type-A) data distributions.
East-West North-South Vertical
Threshold Range Sill Range Sill Range Sill Nugget
15 81.0 0.118 155.6 0.118 81.0 0.0623 0.0516
25 93.0 0.207 126.0 0.207 54.0 0.0061 0.0
35 75.0 0.169 174.0 0.246 210 0.0468 0.0
282.0 0.0783
45 90.0 0.0831 15.0 0.149 3.0 0.0405 0.0
204.0 0.145 99.0 0.0765 47.0 0.0358
55 132.0 0.189 12.0 0.158 36.0 0.0692 0.0
48.0 0.0308
6.5 78.0 0.129 15.0 0.129 93.0 0.0284 0.0
75 61.5 0.0208 185 0.0208 36.9 0.0079 0.0

NOTE: Multi-nested models require two rows.

TABLE 4.8. Threshold semivariogram models.

4.4.2.2: Geostatistical Realizations and Results

A total of 100 realizations were calculated for both the class and threshold models. In this section,
severa realization pairs are described, the probability that any individual indicator will occur is
defined, then the difference between the class and threshold realizations and the maximum
probability that any indicator will occur in each cell are calculated.

Examining the paired realizations from each set, it is clear that the same siteis being simulated, but
there are subtle, yet distinct differences in the realizations (Figures 4.21 and 4.22). The general
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East-West North-South Vertical
Class Range Sill Range Sill Range Sill Nugget
1 81.0 0.118 155.6 0.118 81.0 0.0623 0.0516
2 64.5 0.0720 20.3 0.0720 41.0 0.0374 0.0
3 110.7 0.0878 431 0.0397 92.3 0.0878 0.0447
116.9 0.0480

76.9 0.0880 116.9 0.0880 59.0 0.0880 0.0709
104.6 0.0878 64.6 0.0878 27.7 0.0658 0.0
150.7 0.0910 310 0.0910 31.0 0.0910 0.0
61.5 0.116 15.4 0.116 49.2 0.0569 0.0
61.5 0.0208 185 0.0208 36.9 0.0079 0.0
NOTE: Multi-nested models require two rows.

o N o o b

TABLE 4.9. Class semivariogram models.

distribution of indicators is similar, but the threshold realizations have more scatter, and produce
smaller regions of indicator #8 (examine grids near (2380, 4420): indicator #8 is red). The reason
for the differences are based on three factors: 1) differencesin the semivariograms, 2) differencesin
the p,-p, values, and 3) differences in applying the prior hard minus prior soft prior probabilities.
In theindividual realization pairs, the indicatorsin the threshold realizations tend to be slightly less
continuous. It appears this is caused by the large differences between the hard and soft prior
distributions and the ORV'’s.

In addition to the greater randomness in the threshold realizations, there is al'so larger uncertainty
associated with the spatial distribution of indicators. Several figures were prepared to illustrate the
differences in the results of the threshold and class simulations and to show that smaller
uncertainties are associated with the class simulations. Figure 4.23 illustrates the probability a
particular indicator will occur in each cell for both the threshold (left) and class (right) simulation
series. The highest certainty levels coincide with the hard and soft data locations (red = 100%, blue
= 0%). Figure 4.24 shows the difference between probability of occurrence for the class and
threshold simulation series for each indicator. The largest differences (red: class probability >>
threshold probability; green: class probability [threshold probability; blue: class probability <<
threshold probability) occur where the model has the most data. By examining the kriging matrix
results, and CDF development in these areas for several cells, the differences are largely due to
differences in how the prior data probabilities modify the CDF and how ORV'’s are handled
between the class and threshold techniques. The differences in uncertainty also tend to be small
away from the control data, because both methods are very uncertain as to what is occurring in
those areas (a small number minus a small number equals a small number). In areas of the model
grid with little or no data, the averaged results are more similar (green: differences [10.0), but there
is more uncertainty.
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FIGURE 4-21. Individual threshold and class realization #1.
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Threshold Realization #37
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FIGURE 4-22. Individual threshold and class realization #37.
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Threshold: Probability of Occurance - Indicator #1 Class: Probability of Occurance - Indicator #1
100

4500

4450 4450
2 2
5 5
z z

2 2 a0
5} 5}

4300

4250

2100 2200 2300 2400 2100 2200 2300 2400
Grid Easting Grid Easting

Threshold: Probability of Occurance - Indicator #2 Class: Probability of Occurance - Indicator #2

4500
4300
4250
2100 2200 2300 2400

Y
3

Grid Northing
Grid Northing

8

iln

2100 2200 2300 2400
Grid Easting Grid Easting
Threshold: Probability of Occurance - Indicator #3 Class: Probability of Occurance - Indicator #3
100
4500
4450
j=2] i=J
g g
£ £ w00
<] 5
z z
2 2 430
g} g}
4300
4250
2100 2200 2300 2400 2100 2200 2300 2400

Grid Easting Grid Easting

FIGURE 4-23 a,b,c. Maximum probability of occurrence for threshold and class indicators #1, #2,
and #3. At known hard data points, probability is 0% for any other indicator type, or 100% for the
specified indicator type.

The maximum probability that any indicator will occur in each cell is shown in Figure 4.25 (red
implies more certainty, up to 100% at hard data locations; blue less, as little as 12.5% (100% / #
indicators)) with associated histograms presented in Figure 4.26. From the histograms, it can be
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FIGURE 4-23 d,e,f. Maximum probability of occurrence for threshold and class indicators #4, #5,
and #6. At known hard data points, probability is 0% for any other indicator type, or 100% for the

specified indicator type.

seen that thereis slightly less uncertainty in the class realizations (class mean maximum probability
(certainty level) is 37% compared the 33% for thresholds) and the differences in uncertainty are
presented in Figure 4.27a. Positive differences (green to red) show areas where the class
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FIGURE 4-23 g,h. Maximum probability of occurrence for threshold and class indicators #7 and
#8. At known hard data points, probability is 0% for any other indicator type, or 100% for the
specified indicator type.

realizations are less uncertain than the threshold realizations; negative differences (green to blue)
show areas where the class realizations are more uncertain than the threshold realizations. These
maps are useful for defining the uncertainty in the model, but are not useful for analyzing the
distribution of a particular indicator. Again the largest differences are near areas of hard and soft
data (red: class certainty >> threshold certainty; green: class certainty [Ithreshold certainty; blue:
class certainty << threshold certainty), and this relates to the problems associated with the
difference in how ORV'’s are managed. For this site, the class realizations show |less uncertainty
than the threshold realizations. On average the mean uncertainty reduction is 3.9% with a standard
deviation of 9.3% (Figure 4.27b). Based on this model aone it is premature to suggest that the
class method may help reduce model uncertainty. In the synthetic models described in section
4.4.1.1, the threshold realizations had dlightly smaller uncertainties than the class realizations.
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FIGURE 4-24 a,b,c,d. Difference between the class and threshold, individua indicators (#1-4)
maximum probability of occurrence maps.

4.5: Conclusions

It cannot be argued that class simulation is a numericaly better technique than threshold
simulation, but overal it is not worse. Class simulation has some significant advantages over
threshold simulation:

¢ Class simulation is more intuitive. The range of a class semivariogram is easier to
understand conceptually than the range of a threshold semivariogram.

e Testing simulation sensitivities due to indicator ordering is easy to perform.
Recalculation of semivariogram models is not required. In contrast, if thresholds are
used, a new semivariogram model must be caculated for each threshold for each
reordering, adding significant work for the modeler.
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FIGURE 4-24 e,f,g,h. Difference between the class and threshold, individual indicators (#5-8)
maximum probability of occurrence maps.

Several other advantages of using the classes approach were revealed during this analysis:

* ORV'’s, are more common with the class approach (a negative), because the last CDF
value is calculated rather than implied. However, ORV’s are more logical when the
CDF is greater than 1.0. It can be to argued that the increase in ORV’s occurs because
class simulation better identifies problem cells, and correctly adjusts the weights.

» Hard and soft data prior probabilities differences tend to be smaller. Using thresholds, a
large difference in an early class propagates through remaining indicators, making the
differences artificially large.

» Theoretically, though not proven here, the indicator ordering should not affect the
simulation results. Eventually though, it may be possible to relate the class
semivariograms to geological sequences ; geostatistics has not yet been able to
consistently observe geologic laws.

There are some disadvantages to using classes to:
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FIGURE 4-25 a,b. Maximum probability of occurrence of any indicator. At known data points,
probability is 100%. The minimum probability is 12.5% (100% / # of indicators); at these locations
each indicator is equally likely to occur (no cells had this minimum probability). These maps are
useful for identifying the spatial distribution of uncertainty.
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FIGURE 4-26 a,b. Histograms indicate the maximum probability of occurrence of any indicator.
At known data points, probability is 100%. The minimum probability is 12.5% (100% / # of
indicators); at these locations each indicator is equally likely to occur (no cells had this minimum
probability). Class realizations have dlightly higher mean indicating lower overall uncertainty.

* Class simulation depends on poorer p,-p, values for Type-A soft data. It is not that the
data quality has changed, but the method in handling the data has changed.

110 T-4595: Colorado School of Mines



4.5: Conclusions
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FIGURE 4-27. @) Spatia distribution of the difference between the class and threshold maximum
probability maps; b) histogram of the same information. The positive mean difference indicates the
classrealizations have alower level of uncertainty.

 Class simulation requires one additional semivariogram model. This requires more
effort on the modelers part if sensitivity to indicator order is not being evaluated.
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* Class simulation is computationally more expensive. An additional kriging matrix must
be solved for every grid cell.

The last two disadvantages, are insignificant if even one indicator reordering is done to test model
sensitivity to the indicator order. The modeler’s effort to develop new threshold semivariograms for
the new ordering outweighs the initial setup effort for the class approach. Class simulation is a
useful technique, if only because it is more intuitive.
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CHAPTER 5 ZONAL KRI GI NG

Kriging and conditiona indicator simulation are valuable tools for evaluating uncertainty in the
subsurface, but are limited by the assumption of stationarity (i.e. the mean and spatial variance are
constant across the site). If the regions are distinct and unrelated, then zonal kriging can be
accomplished manually by modeling each region and merging the results into a single model.
However, merging results is expensive in human resources and computer processing time, and
merged results cannot represent gradationa transitions. A technique called zonal kriging was
developed and is presented in this chapter so that different spatial egquations can be applied to
separate regions of a site. This zonal kriging algorithm is applied to a synthetic data set, to data
from an extensively sampled outcrop in'Yorkshire, England, and to a subsurface site at the Colorado
School of Mines (CSM) survey field, in Golden, Colorado. Estimation of the synthetic data set
demonstrates the advantages and shortcomings of the technique, and conditional multiple indicator
simulations of both the Yorkshire outcrop and the CSM survey field data sets illustrate the
improvement attained through use of zonal kriging.

5.1: Introduction and Previous Wbrk

Significant variation of spatial statistics across a site can violate the basic assumptions of
stationarity and this can lead to strongly biased estimates . Depending on the magnitude of the
deviation from stationarity and the importance of the results, two approaches are often taken. One
assumes the problem can be controlled with the local stationarity of the neighboring data samples,
and a spatial model which reflects the mean behavior of the entire site. The other divides the area
into an appropriate number of zones, describes the spatial statistics for each zone (Figure 5.1),
estimates each zone, and merges the results. One problem with the second method is that the
boundary between zonesis often abrupt . The second method may be appropriate where the contact
isafault or an unconformity, but the results are unsatisfactory for sites with gradational transitions.

One alternative approach, that can be applied in cases with gradational boundaries is to transform
all the points in the data set to match the spatial statistics of the cell currently being estimated in
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Zonel

FIGURE 5-1. Spatial statistics may vary across a site, such that a single semivariogram model may
not be appropriate for the entire site.

which case dl the site data are considered, whether they are from the zone of interest or not. This
method eliminates the problem of sharp zone boundaries, and addresses the possible gradation of
properties between zones, and eliminates the need to manually merge individual zonesinto asingle
model. However , it does not accommodate sharp boundaries, nor does it recognize that some
points from neighboring zones may have no bearing on the estimated value, even though they are in
the transformed search neighborhood.

The approach presented here has the advantage of both of the zoning techniques described above
and adds utilities to define inter-zone relationships.  Such relationships describe how data, located
in one zone are treated when sampled for a cell calculation located in another zone. This technique
is applied using Simple (SK) and Ordinary Kriging (OK), and Multiple Conditional Indicator
Simulation (MCIS). MCISisused intwo waysin this chapter. Itisfirst used to define the zonation
boundaries. MCIS can generate multiple, unique, realizations of zone boundaries, which honor the
statistics of the data. This is a useful technique when the data are limited. This makes the
simulation a two step process, first the zone boundaries are defined using discrete MCIS, then the
interior of each zone is estimated using SK or OK. The second use of MCIS, is to populate the
zones (predefined with some other method) with indicator based parameter estimates. MCIS can
be used to generate zone boundaries; and MCIS, SK, or OK can be used to estimate parameter
variations within the zones.
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5.2: Methodology

Existing kriging algorithms (ktb3dm ; and SISIM3D) were modified to implement zonal kriging.
Both codes have the required mathematical tools, but the calculation sequence was reordered,
additional input describing zones and their transitional character was defined, and the search
algorithm was modified. The standard kriging algorithm and modifications for zonal kriging
(italicized steps) are shown in aflowchart in Figure 5.2. The key new aspects that have been added

Standard Kriging Algorithm with Zonal Kriging Modifications
(Additional Zonal Kriging tasks in italics).

Original Tasks (with modifications) Additional Tasks

Read in location and sample data
Assign each point to a zone

Read in zones - grid masks

Read in semivariogram model definitions
One model for each zone Read in inter-zone relationships

Sharp

Gradational

Fuzzy

Readin search direction and anisotropies

Define output grid dimensions

Loop though each output grid cell
Locate nearest neighbors - neighbors must pass zone
Build kriging matrix relationship criteria
Evaluate grid to point, point to point covariances (y(h))
Solve kriging matrix

!

Write out results

FIGURE 5-2. Basic stepsinvolved in the standard kriging algorithm with additional steps needed to
implement Zonal Kriging indicated in italics.

to the previous algorithms are:

1) Defining zones. Defining zonesis the most arbitrary portion of the process. Choosing
the location of boundaries between zones is subjective, particularly when the data are
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sparse. In the synthetic example described below, arealization from aMCISisused to
define the zonation. Repeating the process using zones from a series of realizations,
addresses much of the uncertainty associated with the location of the boundaries
(although thisis not done in this chapter). In theYorkshire, England example MCISis
not used to define zones because there are sufficient data to determine zones by
stratigraphic interpretation. At the CSM survey field, the zonal boundary is defined
along the contact between two geol ogic formations.

2) Defining inter-zone relationships. Inter-zone relationships may be Sharp (the zones
are completely unrelated), Gradational (one zone merges infinitely into the other), or
Fuzzy (the zones are gradational over a limited distance and then are distinct). If the
inter-zone relationship is Fuzzy (this term does not refer to fuzzy logic), the width of
the boundary must also be defined. The rationale behind each type of transition is as
follows:

Sharp: In many cases, two units are in contact with one another (Figure 5.3a),
but otherwise are unrelated. Examples are faults and geologic
unconformities. In this situation, it is not appropriate to use data from one
zoneto estimate the spatia distribution in the other.

Gradational: In some environments, units grade into one another (Figure 5.3b).
Thisistypical of coastal deposits where beach sands grade into marine clays
and shales. In each environment, the depositional systems are very different,
but the change is gradational. Selecting this option requires the assumption
that the region being estimated lies fully within the gradational region.

Fuzzy: Fuzzy inter-zone relationships are similar to the Gradational relationship,
however the transitional distanceislimited in extent (Figure 5.3c). Beyond a
defined distance, data from the other zone is no longer correlated to the
location being considered. The width of this boundary is subjective, asit is
not necessarily related to the range of the semivariogram of either zone.
Defining the width of the zone is left to the modeler, and is based on their
experience and knowledge of site conditions. The gradational method, is a
special case of the Fuzzy method with an infinite boundary width.

Once the user has defined the zones and the inter-zone rel ationships, the algorithm:
3) assigns each data point to azone.
4) creates amask for each zone, describing how each cell within the grid will be treated.

Once these prerequisite details are defined, each grid cell is evaluated. When estimating a grid cell
value, the modified programs use the properties associated with the zone in which that cell lies.
Thisincludes search criteria and semivariogram model information. The algorithm then:

5) finds the nearest neighboring data points: Neighboring points may be selected in
several ways depending on the zone inter-relationship. If the points are in the same
zone they are treated normally. If the boundary is sharp, no points from across the
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FIGURE 5-3. Different methods for describing zone contacts: a) sharp, b) gradational, and c) fuzzy.

boundary will be used (Figure 5.4a). If the boundary is gradational, the nearest points
will be used regardless of the zone they belong to (Figure 5.4b). If the transition is
fuzzy, points can be selected from the neighboring zone, but only to a limited distance
(Figure 5.4c), and all other points are ignored.
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FIGURE 5-4. The search for nearest neighbors varies with zone boundary type: a) sharp, b)
gradational, and c) fuzzy.

6) generates and solves the kriging matrix: Once the nearest neighbor points have been
selected, the kriging algorithm proceeds, evaluating all points using the semivariogram
model from the zone of the cell being estimated. Thisis regardless of which zone each
point is from, or how deep the point is into the neighboring zone. The information
describing the semivariogram from the neighboring zone is ignored because merging
the models may lead to a matrix that is not positive definite, a basic requirement for
kriging.
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5.3: Examples

Three examples are used to demonstrate the utility of zonal kriging. The first is based on a small
sample of eleven synthetic data points. This example demonstrates 1) the differences between SK
with and without zoning; 2) how different inter-zone relationships can effect results; and 3) some of
the shortcomings of zonal kriging. The second example applies zonal kriging and indicator
simulation to an extensively sampled fluvio-deltaic outcrop in Yorkshire, England . This outcrop
exhibits two zones with different spatial characteristics, and was " sampled” on seven vertical lines
representing bore-holes, thus allowing the comparison of simulations based on a small sample of
points, with the full, known section. This example demonstrates that dividing the cross-sectioninto
two zones yields more realistic realizations as compared with modeling the site using asingle zone.
The final example uses a data set from the Colorado School of Mines survey field, Golden,
Colorado. Zonal kriging is applied to field datain combination with techniques described in earlier
chapters (directional semivariograms, class indicators).

5.3.1: Synthetic Data Set Example

A simple, synthetic, two-dimensional data set of porosity’s (%) with eleven data points (Figure
5.5a) was evaluated using SK (Figure 5.5b). If the spatial statistics of the site are relatively
consistent, this may be a good interpretation. However, if the data reflect material properties from
three distinctly different areas, where the spatial statistics are substantially different, another
interpretation is needed (three zones is excessive given the amount of data, but is useful for this
demonstration). Given amap of the material zones (Figure 5.5¢ is one possible zonation realization
created using MCIS), the site can be modeled using one of several assumptions. 1) the zones are
completely unrelated; 2) there is an infinite gradation between zones; or 3) there is a short distance
over which the zones are gradational. For these examples, the following isotropic semivariogram
models were used:

Single Zone Zonel Zone?2 Zone3
Model Type Spherical Spherical Spherical Spherical
Range 150 m 150 m 175m 200 m
C, 0.24 0.24 0.22 0.22
Nugget 0.01 0.01 0.03 0.03

Although these models are not dramatically different, some interesting results are obtained.

Simple kriging with sharp, non-gradational contacts yields the map shown in Figure 5.5d. In this
model, Zone 1 (Figure 5.5c - blue) and Zone 3 (red) are gradational, but Zone 2 (green) is
completely unrelated. This yields sharp transitions between Zone 2 and the other two zones.
Within each zone though, the surfaces are smooth as would be expected with SK. The sharp
transitions match the zone definition shown in Figure 5.5c.
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FIGURE 5-5. Different forms of ordinary and zonal kriging. (a) Sample data, (b) atraditional Simple
Kriged map, (c) one possible zone map from a conditional indicator simulation, (d) sharp transition,
(e) gradational transition, (f) fuzzy transition.

A gradational contact between adjacent units produces a different map. In this example (Figure
5.5€), Zones 1 and 3 are gradational, and the contact between Zones 2 and 3 is aso defined as
gradational (the contact between Zone 1 and 2 is sharp). The contour linesin Zone 1 are unchanged
from Figure 5.5d, but there is substantial smoothing between Zones 2 and 3, athough it is not
complete, and the boundaries are somewhat abrupt. Thisincomplete smoothing occurs because the
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data control for neighboring cells in different zones is coupled with different semivariogram
models, and model ranges near the sample spacing of the data. These rough transitions will
disappear with finer sampling.

The final option is explored by defining transitional (fuzzy) contacts of finite thickness. In this
example, Zone 1 was defined to have a fuzzy boundary of 20 meters with Zone 2, and Zone 3 was
defined to have a fuzzy boundary of 40 meters with Zone 2. Although there is substantial
smoothing, each zone maintains much of its own character (Figure 5.5f), and the map is still
substantially different than the map generated using single zone SK (Figure 5.5b). In some of the
fuzzy boundary zones, particularly near the southern map border (Zone 2 vs. Zone 3), the contacts
are il quite abrupt. This is, as noted for the gradational method, due to lack of data within the
model range.

Which of the above models best represents the synthetic site is not an issue for this discussion.
What is important, is that the modeler can control zonal differences and inter-relationships as
appropriate for the site under evaluation, thus providing additional flexibility. Neither SK, nor OK
could generate anything other than the first map (Figure 5.5b) or the second map if results were
merged manually (Figure 5.5d).

As shown in Figures 5.5e and 5.5f, gradational and fuzzy boundaries can be abrupt. Thisis a
numerical phenomenon, not a physical feature. The problem occurs when the set of nearest
neighboring points are substantially and consistently different. In this model, this occurs because
sample spacings are close to the range of the zonal semivariogram models. If the site was modeled
with 1) more data points, or 2) with longer semivariogram model ranges, the contacts would be less
abrupt.

5.3.2: Yorkshire, England Example

An outcrop cross-section from a fluvio-deltaic deposit near Yorkshire, England was sampled on a
17 x 20 cm grid spacing . For practical reasons (computation time) the data were upscaled to 2m x
1m grid blocks . The full 600m x 30m cross-section is shown in Figure 5.6a, and is composed of
three materials: shale (SH), shaley-sandstone (SH-SS), and sandstone (SS).

To demonstrate the advantages of zonal kriging, the cross-section was "sampled” with seven
vertical lines representing wells (Figure 5.6b) (1m vertical samples). Two distinct zones exist: a
lower zone with high continuity in the SS and SH-SS units, and an upper zone dominated by SH,
with small lenses of SS and SH-SS. To confirm that the spatial statistics were indeed different, the
original section was divided into two zones (Figure 5.6d) based of afence diagram of the bore-hole
data. The facies frequencies and semivariograms for the entire cross-section were compared with
those from the two zones. Whether examining the data from the exhaustive data set of the full
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a). Yorkshire Cross-Section (Original) - 2m x 1m Sampling
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FIGURE 5-6. Model definition information for the Yorkshire cross-section: @) actual cross-section
sampled with 2m x 1m cells; the locations of b) 7 and ¢) 10 “well samples;” d) zone definition.

cross-section, or the well samples, the results are similar. About 61% of the samples are SH, 24%
SH-SS, and 15% SS. When the individual zones are separated, the distributions are very different:

SH (%) SH-SS (%) SS (%)
Cross-Section (All) 63.4 23.6 13.0
Wells (All) 59.0 24.8 16.2
Cross-Section (Top) 81.2 16.4 24
Cross-Section (Bottom) 40.2 329 26.9
Wells (Top) 80.7 16.8 35
Wells (Bottom) 37.2 326 30.2

The top zone contains more than twice as much SH as the bottom zone and almost no SS, whereas
the materials are more evenly distributed in the bottom zone. When semivariograms are cal culated
for the entire section, and for the top and bottom zones, using both the full cross-section and the
well data, the zonation is again apparent. The horizontal and vertical indicator semivariograms are
shown in Figures 5.7 through 5.10. The spatial statistics of the top zone are clearly different than
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Exhaustive Yorkshire Cross-Section Indicator Semivariograms:. SH/SH-SS Threshold
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FIGURE 5-7. Exhaustive experimental and model indicator semivariograms for SH/SH-SS threshold
(full cross-section) of the Yorkshire data set.

those of the bottom zone, and those of the entire cross-section. The horizontal range for the SH/
SH-SS threshold in the top zone is only about 15% to 25% that of the bottom zone (Figures 5.7 and
5.9). For the SH-SS/SS threshold, the horizontal range in zone 1 is about 35% of that in zone 2
(Figures 5.8 and 5.10).

The assumption of stationarity is not applicable to this cross-section, thus modeling thissite using a
single set of semivariogramsis statistically inappropriate. Two ensembles of 100 realizations each,
demonstrate that zonal kriging yields more accurate results than a single semivariogram model.
The first ensemble is based on the assumption that stationarity isvalid, and only one semivariogram
model set is required (the full well data set semivariogram models, Figures 5.9 and 5.10). The
second set is based on the observation that stationarity is violated between zones, but is valid within
each zone, thus a sharp transition is assumed, and the " Top” and " Bottom” semivariogram models
(Figures 5.9 and 5.10) are used. The ranges of both horizontal and vertical semivariograms, in the
top zone are much shorter than the ranges for the full section and the bottom zone. The model grid
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Exhaustive Yorkshire Cross-Section Indicator Semivariograms. SH-SS/SS Threshold
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FIGURE 5-8. Exhaustive experimental and Model indicator semivariograms for SH-SS/SS threshold
(full cross-section) of the Yorkshire data set.

matches the original cross-section grid exactly; with cells 2m x 1m in 300 columns and 30 layers.
Results of several realizations using one and two zones respectively, are shown in Figures 5.11 and
5.12. Differences between the two sets are subtle, but discernible in the top zone. There are
differences in the bottom zone, but they are minor. To evaluate the results, realization pairs were
compared in order (Realization #1 [1 Zone€] vs. #1 [2 Zones], #2 [1 Zone] vs. #2 [2 Zoneg], etc.)
because matched realizations use the same "random” search path to evaluate the grid, and start
using the same random seed. Therefore differences are only attributed to the use of zoning, and the
realization with the smallest number of misclassifications, is defined to be the more accurate model .
The number of misclassifications was calculated by subtracting the actual grid value from the
estimated grid value at each grid location; any cell with a non-zero error was misclassified.

In the four realizations shown (using either method), there isalargely continuous SH-SS/SS unit in
the bottom zone, which is present in the actual section, though there are random fluctuationsin the
realizations. The random fluctuations in the realizations are due to the large nugget terms (up to
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FIGURE 5-9. Sub-sampled experimental and Model indicator semivariograms for SH/SH-SS
threshold (well data) of the Yorkshire data set.

64% of variance) in the model semivariograms. The difference between the lower portions of the
two series of simulations is minor, because the global semivariogram models are fairly similar to
the semivariogram models for the lower zone.

There are greater differences between the one and two zone simulations in the top zone. Both
exhibit a great deal of randomness due to large nuggets, but the results of using two zones create
more solid lenses without as many small isolated cells (compare the single and two-zone versions
of realization #66, this was one of the most accurate models, and #22, one of the least accurate).
The single zone model tendsto create long, thin layers with considerable scatter, as compared to the
more connected, but less laterally continuous unitsin the upper section of the two zone realization.

One-hundred pairs of realizations (one zone and two zone) were generated using the same random
number sequence, and random path through the model grid. These pairs were compared to the
actual cross-section. Realizations generated with the two-zone approach had fewer (10 to 328; both
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Sub-Sampled
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FIGURE 5-10. Sub-sampled experimental and Model indicator semivariograms for SH-SS/SS
threshold (well data) of the Yorkshire data set.

methods consistently, correctly, identified about 5700 of the 9000 cells) misclassifications in 80 of
the 100 pairs. When ten equally spaced wells (Figure 5.6c) were used with the same
semivariogram models, instead of the origina seven wells (Figure 5.6b), realizations generated
with the two zone approach had fewer misclassificationsin 91 of the 100 pairs (hew semivariogram
models may have improved results even more). The reduced number of misclassifications indicate
that modeling the site with two zones yields better results. However more work isrequired to set up
the model (additional semivariogram calculations, data entry, zone definition).

In addition to improved accuracy, the modeler has more flexibility in fine tuning the model
solutions for each zone. The results can be dramatic in one zone without affecting the other. A
sample two-zone realization is shown in Figure 5.13a. Realizations resulting from independently
decreasing the nuggets in the top and bottom zones are shown in Figures 5.13b and 5.13c
respectively. In both cases, the continuity is increased and the random scatter is reduced, without
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Yorkshire Single Zone Cross-Section: Realization #22

Realization #43
L AT

é

Height (m)

Ss
SH-SS
SH
SS
SH-SS
SH
SS
SH-SS
SH

Realization #96

-SS

224

Easting (m)

FIGURE 5-11. Readlizations from single-zone simulation series.

affecting the alternate zone. If these same changes were made on a single zone realization, they
would effect the entire grid, and improvement in one portion of the grid would have to be balanced
against the degradation of the other zone.

5.3.3: Colorado School of Mines Survey Field Example

Unlike the Yorkshire, England example, field geology is rarely known in such detail. Usually only
alimited amount of dataare available at asite, typically far lessthan would be desired. At the CSM
survey field, located on the West edge of Golden, Colorado (Figure 5.14), hard and soft data were
collected to investigate the use of soft data for reducing uncertainty associated with ground water
flow models. The site contains core and chip data from eighteen boreholes; borehole geophysical
logs; and eight (Figure 5.15 and 5.16), two-dimensional, cross-hole, tomographic sections. Even
though the site crosses two geologic formations, the site was initially simulated as a single zone .
This was done because a zonal simulation tool was not available. In this study, zona kriging is
used in combination with directional semivariograms and class indicator simulation to model the
CSM survey field.
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Yorkshire Two Zone Cross-Section: Realization #22
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FIGURE 5-12. Realizations from two-zone simulation series.

a). Unmodified Realization
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FIGURE 5-13. Impact of atering the semivariogram nugget independently in the top and bottom
zones of asection: @) original simulation section; b) reduced nugget in top zone; c) reduced nugget in
bottom zone.
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Golden, Colorado
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FIGURE 5-14. CSM Survey Field location map.

5.3.3.1: Evidence That Zonation is Required

Zonal kriging is needed because 1) the data populations and 2) the spatial statistics of the datafrom
the two formations are different. The difference in spatial statistics, applied to kriging, is the most
important reason for using zonal kriging. The data are divided into two data sets along the
formation contact between the Fountain and Lyons Formations. The contact dips approximately
40° ENE. The contact is clearly defined on the seismic tomogram cross-sections (Figure 5.17).
The full data set is shown in Figure 5.16 with all data converted to one of eight indicator values.
The indicator values represent discrete sonic velocity ranges; hydraulic conductivity’s (K) were
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estimated from field and laboratory tests, or inferred from lithologic character and sonic velocity.
Later optimal values of hydraulic conductivity were estimated using inverse flow modeling:

Sonic Velocity Initial K Estimates Optimized K Estimates
Indicator (ft/sec) (ft/day) (ft/day)
Hard Only Hard/Soft
1 > 10870 0.0011 0.010 0.0020
2 10000 - 10870 0.0011 0.0063 0.00079
3 9050 - 10000 0.0025 0.63 0.050
4 8550 - 9050 0.0043 0.079 1.6x10°
5 8050 - 8550 0.040 0.025 2.5x10°
6 7250 - 8050 0.0043 NO NO
7 6060 - 7250 0.40 0.016 0.0040
8 < 6060 7.8 NO NO

NO = Not Optimized

Data sets, for the Fountain and Lyons Formations are shown in Figure 5.18. Examination of the full
data set does not readily reveal sub-populations (Figure 5.19), but independent examination of data
from the two formations reveals their differences. Indicators #4 though #7 have a high frequency in
the Fountain Formation. In the Lyons Formation, indicators #1 though #4 are more frequent.
Indicators #5 and #6 are poorly represented, and indicator #8 occurs exclusively in the Lyons
Formation. The difference in the distributions can be explained by the materials the indicator
represent:

Indicator Material Description

Conglomerate (Lyons Formation)

Fine to coarse sandstone with conglomerate lenses

Fluvia sandstone (Lyons Formation)

Very fine to very coarse sandstone

No core recovered. Moderately consolidated with low-moderate clay

o o~ WN PP

Two materials: 1) silty sandstone, and 2) poorly sorted sandstone with siltstone
and conglomerate lenses

~

No core recovered. Poorly consolidated, low clay material
No core recovered. Well fractured area of any material type.

The gpatial statistics of the indicators also differ between the two formations. Semivariograms
were calculated for three principle axes (North-South, East-West, and Vertical) for each indicator
threshold. The semivariogram model results are summarized in Table 5.1a-c. For al theindicators
(except #8; which does not occur in Fountain Formation) there were significant differences between
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FIGURE 5-15. CSM Survey Field site map. Dots represent borehole locations. Solid lines identify
location of tomography surveys.

the full data set, the Fountain Formation, and the Lyons Formation semivariogram models. For
class 4, Fountain and Lyons Formation semivariograms, in the North-South direction the ranges are
72 ft. and 18 ft. respectively. In the East-West direction they are; 27 ft. and 48 ft. respectively. Not
only are the ranges for the same indicator substantialy different, but the principle anisotropy
directions are 90° apart. Consequently it was concluded that two distinct zones are present at the
site.

5.3.3.2: Grid and Model Definition

Single and two zone simulations were conducted. The regular model grid was defined as 80
columns representing 1600 feet in the X direction, 60 rows representing 1200 feet in the Y
direction, and 72 layers representing 144 feet in the Z direction. The search ellipsoids for locating
data were identical for both zones. The differences between the models were defined by 1) the
semivariogram models used (Table 5.1), 2) the zone definitions (Figure 5.20), and 3) the quality of
the soft data (Table 5.2). The first two differences have aready been defined. The final difference
though is less obvious, because the same data are used, however the calculation of the
misclassification probabilities, p; and p, for Type-A soft data differ for the threshold and class
simulations. In this example, the single zone model is simulated using thresholds, and as such, the
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CSM Survey Field Site Data
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FIGURE 5-16. CSM Survey Field borehole and tomography data converted to indicators.
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a). Fountain Formation Data
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b). Lyons Formation Data
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FIGURE 5-18. CSM Survey Field hard and soft data distributions (converted to indicators) for the

Fountain (a) and Lyons (b) Formations.
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s a). Full Data Set E
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sk b). Fountain Formation Data Set E
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c). LyonsFormation Data Set
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FIGURE 5-19. Distribution of hard and soft (Type-A only) data for full data set and for Fountain and
Lyons Formations regions.
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a). Single Zone - Threshold - All Models Spherical
East-West North-South Vertical
Threshold | Range Sill Range Sill Range Sill Nugget
15 81.0 0.118 155.6 0.118 81.0 0.0623 0.0516
25 93.0 0.207 126.0 0.207 54.0 0.0061 0.0
35 75.0 0.169 174.0 0.246 21.0 0.0468 0.0
282.0 0.0783
45 90.0 0.0831 15.0 0.149 3.0 0.0405 0.0
204.0 0.145 99.0 0.0765 47.0 0.0358
55 132.0 0.189 12.0 0.158 36.0 0.0692 0.0
48.0 0.0308
6.5 78.0 0.129 15.0 0.129 93.0 0.0284 0.0
75 61.5 0.0208 185 0.0208 36.9 0.0079 0.0
NOTE: Multi-nested models require two rows.
b). Fountain Formation - Zone 1/2 - All Models Spherical
East-West North-South Vertical
Class Range Sill Range Sill Range Sill Nugget
18.0 0.0353 59.9 0.0353 69.0 0.0353 0.0265
15.0 0.0256 30.0 0.0256 21.0 0.0139 0.0297
48.0 0.0115
3 18.0 0.0215 15.0 0.0256 30.0 0.0256 0.0297
60.0 0.0229
27.0 0.111 72.0 0.111 72.0 0.111 0.0253
15.0 0.0500 57.0 0.100 27.0 0.100 0.0317
156.0 0.500
6 9.0 0.103 36.0 0.137 78.0 0.137 0.000
60.0 0.0353
7 66.0 0.137 27.0 0.137 44.0 0.0786 0.0214
8 74.0 0.142 125.0 0.142 74.0 0.0799 0.0100

NOTE: Multi-nested models require two rows.

TABLE 5.1 a,b. CSM Survey Field threshold (single-zone) and class (two-zone: Fountain

and Lyons Formation) semivariogram models.
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¢). Lyons Formation - Zone 2/2 - All Models Spherical

East-West North-South Vertical

Class Range Sill Range Sill Range Sill Nugget
1 75.0 0.160 114.0 0.160 75.0 0.160 0.0776
2 54.0 0.0902 12.0 0.0902 42.0 0.0583 0.000
3 84.0 0.148 84.0 0.148 69.0 0.148 0.0141
4 48.1 0.126 18.0 0.126 75.1 0.126 0.000
5 27.0 0.0275 18.0 0.0275 45.0 0.0275 0.000
6 15.0 0.0211 15.0 0.0211 5.0 0.0211 0.000
7 12.0 0.0468 12.0 0.0468 63.0 0.0468 0.00856
8 66.0 0.0410 15.0 0.0410 63.0 0.0410 0.000

NOTE: Multi-nested models require two rows.

TABLE 5.1 c. CSM Survey Field threshold (single-zone) and class (two-zone: Fountain and

Lyons Formation) semivariogram models.

CSM Survey Site Zonation

5988.00

5916.00

Elevation

5844.00
4525.50

4465.50
4405.50

Northing ~ 4345.50

Zoom: 1.1 428550 212250

Exaggeration: 1
Viewing Direction: 37 degrees 422550 2042.50
Angle Above Horizon: 31 degrees

Fountain

Lyons

2442.50

Grid North

I~

FIGURE 5-20. CSM Survey Field zone definition.
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Cumulative Probability

Threshold Hard Soft Difference
15 0.1638 0.2306 0.0668
25 0.2370 0.3120 0.0750
35 0.2706 0.5031 0.2325
45 0.3693 0.7306 0.3613
55 0.3886 0.8491 0.4605
6.5 0.5066 0.9429 0.4363
75 1.0000 0.9748 0.0252
Individual Probability
Class Hard Soft Difference
1 0.0018 0.0843 0.1317
2 0.0148 0.0710 0.0524
3 0.0000 0.1479 0.1400
4 0.1107 0.2810 0.1552
5 0.0314 0.1919 0.1502
6 0.1697 0.1649 0.0137
7 0.6716 0.0589 0.6159
8 0.0000 0.0000 0.0000
Individual Probability
Class Hard Soft Difference
1 0.3628 0.3936 0.0308
2 0.1451 0.0888 0.0563
3 0.0748 0.2415 0.1667
4 0.0839 0.1673 0.0834
5 0.0045 0.0347 0.0302
6 0.0544 0.0128 0.0416
7 0.2744 0.0012 0.2732
8 0.0000 0.0541 0.0541

TABLE 5.2. CSM Survey Field threshold (single-zone) and class (two-zone: Fountain and

Lyons Formation) hard and soft data (Type-A only) sample data distributions.
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p;-p, values are calculated based on a value being above or below a particular threshold (threshold
#3, Figure 5.21). The p;-p, values used in the single-zone, threshold simulations are:

Threshold Velocity

(ft/sec) Threshold P1 P2 P1-P2
6060 7 0.00 0.00 0.00
7250 6 0.56 0.04 0.52
8050 5 0.58 0.05 0.53
8550 4 0.63 0.10 0.63
9050 3 0.84 0.17 0.67
10000 2 0.90 0.17 0.73
10870 1 0.91 0.15 0.74

In the two-zone case, class simulation is performed and the p,-p, values are calculated based on a
value being between two thresholds (class #3, Figure 5.22). Because classes are more restrictive,
the probability of misclassification is higher and the p;-p, values will be lower. This suggests that
the soft data (Type-A) are less useful at reducing the uncertainty in the two-zone model. Aswill be
shown, the two-zone simulations produce smaller uncertainties. The p,-p, values used in the two-

zone, class simulations are:

Velocity Range
(ft/sec) Class P1 P2 P1-P2
< 6060 8 0.00 0.00 0.00
6060 - 7250 7 0.56 0.00 0.56
7250 - 8050 6 0.39 0.04 0.35
8050 - 8550 5 0.25 0.12 0.13
8550 - 9050 4 0.45 0.18 0.27
9050 - 10000 3 0.26 0.13 0.13
10000 - 10870 2 0.38 0.05 0.33
> 10870 1 0.84 0.00 0.84

Note, the less than 6060 ft/sec velocity measurements are only observed in the
tomography cross sections. Hard data are not available to for calibration.

In addition to the differences in the p,;-p, values, there are significant differences in the prior hard
data CDF's and soft data CDF's. These differences also affect the realization calculations and are
summarized in Table 5.2.
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Threshold = 9250 p1-p2 Calculation
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Threshold = 10000 p1-p2 Calculation
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FIGURE 5-21. Graphical method for calculating p; and p, values for a specific threshold (After Alabert, 1987). Datafrom CSM Survey

Field.
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Class 9250-10000 p1-p2 Calculation
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H=23 p2=(0+23)/(0+0+0+0+23+112)=0.17
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pl-p2=0.67

FIGURE 5-22. Graphical method for calculating p, and p, values for a specific class. Data from

CSM Survey Field. Note the similarities between the Class > 10000 and the Class < 9250 diagrams,
and the diagrams in Figure 5.21. They are fundamentally identical. Thisis always the case for the

first and last class and threshold p;-p, calculations.
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5.3.3.3: Realizations and Indicator Populations

To demonstrate the differences in simulations with and without zones, fifty conditional simulations
were calculated for each model assumption (single and two-zone). When evaluating results, it is
reasonable to expect that the calculated data distribution should approximately reproduce the
origina data sample population. Severa sets of realizations shown here (Figures 5.23 through
5.28) demonstrate that modeling with two zones yields significantly different results than modeling
with a single zone. With a single zone, the character of individual indicators is fairly uniform
throughout the site. The Fountain Formation should primarily exhibit indicators 4-7, but the
realization indicator populations poorly reproduced the initial data population when a single zone
was used (Figures 5.24a, 5.26a, and 5.28a vs. Figure 5.19a). Using two-zones, the Lyons
Formation is dominated by indicators 1-4 and 7, and the indicator populations for each two-zone
model reasonably reproduce the field data distributions (Figures 5.24b-d, 5.26b-d, and 5.28b-d vs.
Figure 5.19a-c). Thisis not proof, but it strongly suggests that the two-zone realizations are better
approximations than the single-zone realizations.

5.3.3.4: Minimizing Uncertainty

Another approach to comparing the single and two-zone realizations, is to evaluate which series
produces the smallest uncertainty. This is done visualy and graphicaly in two steps. First, the
probability that a particular indicator will occur at any specific location is calculated; and second,
based on these calculations, the maximum probability any individual indicator will occur in a
particular cell is calculated. The first series of maps are useful for evaluating where a particular
indicator islikely to occur, and the second seriesis useful for identifying areas of the site where the
modeler can be relatively certain or uncertain about the model results.

The mapsin Figures 5.29 and 5.30 were developed by combining the results of 50 realizations into
individual indicator probability maps. The difference resulting from using a single zone and two
zone model was most pronounced with indicators #1 and #6. From the maps, it can be seen that the
single zone readlizations do not identify a transition of indicator frequency across the site; the
uncertainties are fairly uniform except immediately near conditioning data. In the two-zone
realizations, there are distinct differences. There is a high frequency of indicator #1 in the Lyons
Formation (indicator #1 identifies two conglomerate Lyons Formation facies), consequently most
cells have a relatively high probability of being indicator #1. Indicator #6, is rare in the Lyons
Formation, thus its relative probability of occurrence to the Fountain Formation is low.

Ideally zonal kriging will yield more definitive results. The maps in Figure 5.31 indicate the
maximum probability any particular indicator will occur in each cell. Visually, for the single-zone
simulations, the only areas of low uncertainty are near the hard and soft conditioning data; in the
two-zone model though, the improved definition of indicator #1, has reduced much of the
uncertainty (green areas indicate much lower uncertainty than blue areas) in the Lyons Formation
(right). Comparing the histograms from the single and two-zone simulations (Figures 5.32a and
5.32b), the two-zone model have fewer low probability cells, and substantially more mid-
probability and high probability cells. The two-zone model exhibits a bi-modal distribution of
uncertainty, due to separate populations from the two formation zones (Figures 5.32c and 5.32d).
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Single Zone: Realization #19
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FIGURE 5-23. Single-zone and two-zone realization pair #19.
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Realization #19
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FIGURE 5-24. Distribution of indicators a) in the single-zone realization #19 (Figure 5.23a) and b-d)
in two-zone realization #19 (Figure 5.23b). The single-zone realization poorly reproduces original
data distribution (Figure 5.194), whereas the two-zone realization reasonably reproduces the full and
individual formation distributions (Figure 5.19a-c).

From these histograms (Figure 5.32) we can see that most of the model uncertainty reduction is due
to the improvement in the definition of the Lyons Formation. The Fountain Formation uncertainty
is dightly less than occurs when the entire site is modeled with a single-zone. These histograms
imply that there is less uncertainty in the two-zone model which suggests the realizations have
improved. Without further exploration or groundwater flow modeling, however, it is not possible to
confirm this conclusion.
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Single Zone: Realization #27
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FIGURE 5-25. Single-zone and two-zone realization pair #27.

T-4595: Colorado School of Mines

145



ZONAL KRIGING Wingle

Realization #27
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FIGURE 5-26. Distribution of indicators a) in the single-zone realization #27 (Figure 5.25a) and b-d)
in the two-zone realization #27 (Figure 5.25b). The single-zone redization poorly reproduces
original data distribution (Figure 5.19a), whereas the two-zone realization reasonably reproduces the
full and individual formation distributions (Figure 5.19a-c).

5.4. Sepsto Determineif Zonal Kriging is Appropriate

Before using zonal kriging, it is important to determine whether the statistics of the data suggest
that zonation is appropriate. Several itemsto consider are whether:

« avisual display of the field geologic data suggests distinct zones.
« thefull data set exhibits a bi/multi-modal population frequency distribution.

 there are statistical differences between the populations in each suspected zone.
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Single Zone: Realization #44
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FIGURE 5-27. Single-zone and two-zone realization pair #44.
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Realization #44
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FIGURE 5-28. Distribution of indicators a) in the single-zone realization #44 (Figure 5.27a) and b-d)
in the two-zone readlization #44 (Figure 5.27b). The single-zone redization poorly reproduces
original data distribution (Figure 5.19a), whereas the two-zone realization reasonably reproduces the
full and individual formation distributions (Figure 5.19a-c).

« thefreguency distribution between the populationsin each of the suspected zones varies
significantly.

e thespatial statistics (semivariogram models) vary significantly between zones.

If these conditions exist, consider using zonal kriging.
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5988.00

5916.00

Elevation

5844.00
4525.50

4465.50
4405.50

Northing 4345.50

Single Zone: Probability of Occurence - Indicator #1 100

40

20

244250

228250

2202.50 i
Easing Grid North

5988.00

Elevation

5916.00

5844.00
452550

4465.50

4405.50

Northing 4345.50
4285.50
Angle Above Horizon: 31 degrees
Viewing Direction: 37 degrees
Exaggeration: 1.1
Zoom: 1

. 4285.50 212250
Angle Above Horizon: 31 degrees 129550 K
Viewing Direction: 37 degrees - 204250
Exaggeration: 1.1
Zoom: 1
Two Zones: Probability of Occurence - Indicator #1 100

422550

2122.50

40

20

244250

228250

2202.50 i
Easing Grid North

FIGURE 5-29. Maximum probability of occurrence of indicator #1 for single-zone and two-zone
realizations. In the single-zone model, the uncertainty is fairly consistent throughout the site except
near hard and soft data locations. There are significant differences between the zones in the two-
zone map. The Lyons Formation has a much higher percentage of Indicator #1, and this is reflected

in the maximum probability map.
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Single Zone: Probability of Occurence - Indicator #6
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Two Zones. Probability of Occurence - Indicator #6
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FIGURE 5-30. Maximum probability of occurrence of indicator #6 for single-zone and two-zone
realizations. Note, in the single-zone model, the uncertainty is fairly consistent throughout the site
except near hard and soft data locations. There are significant differences between the zones in the
two-zone map. The Lyons Formation has a much lower percentage of Indicator #6, and this is

reflected in the maximum probability map.
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SingleZone: Maximum Probability
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Two Zones: Maximum Probability
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FIGURE 5-31. Maximum probability of occurrence of any indicator.

In the single-zone model,

uncertainty is fairly uniform across the site except near hard and soft data locations. In the two-zone
model, the Lyons Formation exhibits significantly lower uncertainty. These maps are useful for

identifying the spatial distribution of uncertainty.
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FIGURE 5-32. Distribution of the maximum probability of occurrence of any indicator. The two-
zone model (b) has fewer low probability cells and more mid-probability cells than the single-zone
model (a). Thisimplies the two-zone model has less uncertainty, and is therefore a better solution.
The two-zone histogram also has a bi-modal distribution (b), and the populations may be separated
by formation (c and d). Most of the model improvement comes from improved definition of the
Lyons Formation.
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5.5: Conclusions

5.5: Conclusions

Through a series of examples, it has been shown that zonal kriging can yield significantly different
results than those obtained using SK or MCIS alone. At sites where the assumption of stationarity
isnot valid, correctly applied zonal kriging produces realizations that more accurately represent site
conditions with greater certainty. The technique requires additional data processing to define the
model, and unusual boundary effects may occur when sample data are sparse or are located at
spacings near the range of the semivariogram models. These shortcomings, however are offset by
the increased certainty, improved accuracy, and modeling flexibility.
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CHAPTER 6 UNCERT: GEOSTATISTICAL,
GROUND WATERMODELING,
AND VISUALIZATION
SOF TWARE

UNCERT is an uncertainty analysis, geostatistical, ground water modeling, and visualization
software package. It was developed for evaluating the uncertainty associated with the
characterization and prediction of subsurface geology, hydraulic properties, and the migration of
hazardous contaminates in groundwater flow systems. The package is well suited for evaluating
hazardous waste sites and evaluating remediation methods, but it also includes general modules
which are usable by researchers from awide range of disciplines.

6.1; Introduction

UNCERT is a collection of software program modules designed to work together to aid ground
water modelers through the data analysis, site modeling, and site evaluation processes. A flow chart
of the basic UNCERT processes is shown in Figure 6.1. Many of the tools are also applicable to
scientists and engineers from many other fields such as mining, oil exploration, meteorology, and
criminology.

6.2: Previous Work

Much of the programming in UNCERT is original work, some of which has been described in
previous chapters, but some of the codes are taken from or based on previous work. Software code
from other sources, was either 1) public domain, 2) offered with unrestricted use such that
copyright notice remained intact and was referenced, 3) transferred to me with permission from the
author or the authors agent, or 4) a previous code/algorithm was used as a reference, and original
code was written. These resources are described in Appendix G of the UNCERT User's Manual
(Appendix A, CD-ROM) and are summarized below:
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Project Design: Indicator Kriging and Stochastic Simulation Analysis Flowchart
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FIGURE 6-1. Detailed flow chart of uncertainty analysis software package.
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6.3: Platform Support

» Three-dimensional rotations and transformations for 2D and 3D visudization. The
algorithms are based on work by Foley, et. a. (1984).

» MODFLOW (McDonald and Harbaugh, 1988).

» MT3D(Zheng, 1990).

» Simple and ordinary kriging algorithm ktb3d (Deutsch and Journel, 1992).

* Irregularly spaced data semivariogram agorithm gamv3 (Deutsch and Journel, 1992).

* Regularly gridded data semivariogram agorithm gam3 (Deutsch and Journel, 1992).

* Indicator conditional simulation program sisim3d (Gémez-Hernandez and Srivastava,
1990; McKenna, 1994).

» Contouring and spline algorithm (Wessel and Smith, 1991).

* Rotated text (Richardson, 1993).

 Text editor/viewer program editor (Heller, 1991).

* HTML help browser (NCSA, 1993; Punin, 1994).

* Linear algebraroutines from LINPACK (Dongarra, Bunch, et al., 1984).

6.3: Platform Support

In selecting a devel opment platform for UNCERT, two main issues were of concern; portability and
processing power. To balance these two issues, UNIX computers, ANSI-C compilers, the
Postscript printer language, and the X-windows/Motif graphical user interface was selected. UNIX
computers were selected because they 1) had the processing power required by many of the tasksin
UNCERT, 2) supported true multi-tasking, and 3) at the beginning of the project, offered one of the
best, high resolution graphical work environments. ANSI-C was selected for its 1) computational
efficiency, 2) structured programming capability, and 3) portability between platforms. Some
programs and code segments were left in FORTRAN, because trandating these sections would
serve little purpose, cost time, and potentially introduce software errors. Postscript was selected for
printer output, because it is 1) a non-hardware dependent printer language and 2) a standard in the
UNIX environment. X-windows (developed at MIT) and Motif (developed by the OSF (Open
Software Foundation)) were selected as the window manager interface because they have become
an industry standard on UNIX computer systems. As a standard, software developed on one
system, is easily ported between platforms.

UNCERT has currently been tested on, and is running on eight different 32-bit UNIX platforms
(Data General, Dec, IBM RISC-6000, HP, Linux, SGI, Solaris, and SUN) using native ANSI-C and
FORTRAN compilers, and gcc (a public domain ANSI-C compiler, (GNU, 1995)) and f2c (apublic
domain FORTRAN77 to ANSI-C converter (Feldman, Gay, et a., 1990)).
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6.4: UNCERT Modules

Below are descriptions of each of the modules in UNCERT and a brief discussion of the
mathematical techniques used. For a complete description of each module, refer to the UNCERT
User's Manua (Appendix A: Attached Tape). Thisis an HTML (Hyper-Text Markup Language,
NCSA (1993)) document, viewable on a wide range on freeware and commercial World Wide Web
(WWW) browsers available on Microsoft-Windows, UNIX, and Macintosh platforms. Current
versions of UNCERT and the User's Manual may also be viewed or downloaded from the WWW,
from:

http://uncert.mines.edu/
or by using anonymous ftp from:
ftp://uncert.mines.edu/pub/uncert/manual/

Listed below is a brief description and summary of the features of each UNCERT module.

6.4.1: Mainmenu

The mainmenu module is a simple user interface to execute the different modules in the UNCERT
software package. It isdesigned to be auser friendly interface, so that user’s can progress through
the software to evaluate their field data, and to model the site of concern.

Currently mainmenu is a very simple interface which alows the user only to execute the different
software modules within UNCERT. Asit stands now, mainmenu is used mainly as a conveniencein
executing software which the user may not be familiar with, and alows the user to minimize
working in the UNIX command line environment. It is a simple attempt to bring the entire
UNCERT package together into a unified, windows based environment. It is not recommended that
the user try to use thisinterface exclusively. A great deal of functionality in the software would be
lost, trying to do so.

6.4.2: Plotgraph

The plotgraph application is used for plotting two-dimensional X-Y graphs. The application allows
the user to plot lines, points with various symbols, and calculate regression lines (up to atenth order
polynomial). The data can be plotted using normal, semi-log, and log-log axes.

6.4.3: Histo

The histo application is used to calculate and display univariant statistics for different data sets. For
a sample population, histo can be used to calculate basic statistics such as the mean, standard
deviation, and variance. It may also be used to display the behavior of several different populations
at once using stacked histograms, cumulative distribution plots, probability plots, and box and
whisker plots.
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6.4.4: Distcomp

The distcomp application calculates all of the statistical information calculated by histo, but focuses
on how sample populations vary between different data sets. For a multiple sample population
distcomp can be used to calculate basic statistics such as the mean, and variance. It may also be
used to display the behavior of several different populations at once using stacked histograms,
cumulative distribution plots, probability plots, P-P (probability vs. probability) plots, and Q-Q
(quantile vs. quantile) plots.

6.4.5. Vario

The vario application is used for calculating one- and two-dimensional experimental
semivariograms for scattered and regularly gridded data. The package is not limited to the classic
semivariogram but will also calculate covariances, madograms, rodograms, cross-semivariograms,
etc. Jackknifing the sample data set isalso an option. Three types of soft indicator data can be used
with hard data to calculate spatial continuity. The application displays the measure of covariance

(y(h)) versus lag.

6.4.6: Variofit

The variofit application is used to fit model semivariograms to experimental and jackknifed
experimental semivariograms (generated by vario). This can be done manually or automatically
using least-squares regression or latin-hypercube sampling techniques. Ergodic variations of the
model semivariogram from simulation series may also be evaluated.

6.4.7: Grid

The Grid module interpolates parameter values at |ocations were there are no physical data. Thisis
done using various interpolation agorithms (inverse-distance, kriging, trend-surface anaysis)
based on irregularly spaced data. Sometimesit is of interest to estimate what is occurring between
data locations. For other applications, for convenience, or for clarity, irregularly spaced data must
be interpolated onto a regular grid. For example contour, surface, and block require that the data
being viewed be gridded with arectangular pattern. These programs then allow the user to visually
view the interpolated estimate of the field data. Grid is used to interpolate values at locations of
convenience based on field data.

Within grid there are several gridding a gorithms; inverse-distance, simple and ordinary kriging,
and trend-surface analysis. Inverse-distance is a relatively simple method which estimates the
value of a location based on the distance and value of surrounding sample data points. Kriging
does much the same thing as inverse-distance, except kriging aso considers spatial statistics
describing how the field data vary spatially. Kriging is often referred to a the best unbiased
estimator for evaluating a value a a given location. Trend-surface analysis is a least-squares
regression technique which assumes the data values are a function of a“regional” trend with minor
“local” variations. The calculated trend-surface attempts to describe the “regional” component.
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6.4.8: Contour

The contour application contours and performs gradient analysis for two- and three-dimensional,
regularly gridded data. Only two-dimensional views are possible however. Three-dimensional data
sets can be viewed along X-Y, X-Z, and Y-Z planes. Profile lines along the contoured surface can
also be plotted.

6.4.9: Surface

Surface isa2-1/2 dimensional visualization program for viewing regularly gridded data as a color
contoured , gradient, or shaded relief surface. It isincluded in the UNCERT software as a tool to
view two-dimensional grids as three dimensional surfaces. This is referred to as a 2-1/2
dimensional surface because for each X-Y grid location, there is only one Z value. In atrue 3D
model (see block) each X-Y location may have multiple Z values. This package is used to view
gridded surface data generated from grid, or for examining layers or cross-sections from sisim,
MODFLOW (McDonald and Harbaugh, 1984), and MT3D output files. Surface may aso be used
to display any regularly gridded data from other sources (some data file format manipul ation maybe
required); DEM’s (Digital Elevation Model’s) are an example.

6.4.10: Block

Block isa3-dimensional visualization program for viewing regularly gridded data or scattered data
points and lines (both cannot be viewed at the same time). It isincluded in the UNCERT software
as atool to view the values in three-dimensional grids as three dimensional blocks. This package
is used to view gridded block data generated from grid or for examining output from sisim,
modmain, and mt3dmain.

6.4.11: Sism & Sism3d

Sisim is a graphical user interface (GUI) for sisim3d, an indicator kriging and conditiona
stochastic simulation program for discrete data (non-continuous datac e.g. clay, sand, gravel)
developed at Stanford University by Gémez-Hernandez and Srivastava (ISIM3D, 1990) and
modified at the Colorado School of Mines by McKenna (1994) to utilize soft data. Up to eight
indicators can be modeled in asingle simulation. In itsbasic form sisim3d can be awkward to use,
particularly when many simulations are required based on varying semivariogram models. This
interface assists the user in handling data files, input parameters, coordinating multiple simulations,
tasking jobs to other computers, calculating simulation statistics, and visualizing results.

6.4.12: Modmain

Modmain is a graphical user interface for MODFLOW, the MODular three-dimensional, finite
difference FLOW model developed by the United States Geological Survey (McDonad and
Harbaugh, 1988). MODFLOW is a program designed to model ground water flow and heads
(pressure and elevation) in confined and unconfined aquifer systems. In its basic form,
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MODFLOW can be difficult, or awkward to use. The modmain program module is designed to
simplify data entry, model editing, and analysis of results.

6.4.13: Mt3dmain

Mt3dmain is a graphical user interface for MT3D, a modular three-dimensional transport program
(Zheng, 1990). MT3D isaprogram designed to model contaminant transport based on a pre-solved
ground-water flow model (MODFLOW is often used to solve the ground water flow equations.
MT3D uses the solution aquifer heads to base the transport results). In its basic form, MT3D can
be difficult, or awkward to use. The mt3dmain program module is designed to simplify data entry,
model editing, and analysis of results.

6.4.14. Array

The Array module is used to manipulate mathematically one, two, or a series of block, sisim,
contour, or surface 2D or 3D grid files. Depending on the options selected, operations include
addition, subtraction, multiplication, division, averaging, minimum, maximum, probability value
within arange, reclassification, and basic statistics. These are basic grid tools similar to those used
in Geographical Information System (GIS) software. Thistool can be useful for data preparation,
or for dataand result analysis. For example, by reclassifying a contaminant plume map to a cost of
remediation map, estimates can be made about site clean up costs.

6.4.15: Utilities

In addition to the main modules, there are also several utility modules: calc, lpr_ps, ps_merge,
editor, and xhelp. These are very simple user-aid utilities. Calc is a smple RPN scientific
calculator. Lpr_ps is used to print ASCII text files with variable margins, line numbers, and
variable font sizes. Ps_mergeis used to combine, translate, and scale two UNCERT Postscript files
into a single Postscript file. Editor is a simple text editor. It is convenient for viewing wide (132
column) and extremely large files. Xhelpisasimple HTML viewer, though it does not display any
graphics figures.
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CHAPTER 7 &JMMARYAND
CONCLUJONS

This research presents several new geostatistical methods for modeling subsurface site conditions
and a geostatistical ground water modeling and visualization software package. The overall goals
of developing these methods and tools are to better define site uncertainty, reduce site uncertainty,
or simplify the process of modeling site uncertainty. These methods assist hydrogeologists in
defining uncertainty in the ground water flow and contaminant transport modeling process, so that
risks can be more accurately accessed and appropriate remediation methods can be better designed.
Many of these methods and tools are also applicable to other scientific disciplines.

7.1: Summary and Conclusions

Jackknifing the semivariogram, with small data sets (10's to 100’s of samples), can be useful in
describing the uncertainty associated with the definition of the model semivariogram. It can be
combined with Latin-Hypercube Sampling and conditional indicator simulation to model overall
site uncertainty, but its most useful feature may be facilitating quantitative evaluation of when
enough data has been collected at the site to sufficiently describe the site spatial variation.

Directional semivariograms more accurately model the spatial variation of the sample data. Instead
of defining a single semivariogram model for the principle axis of site variability, and forcing the
orthogonal axes of variation to use the same model adjusted with anisotropy factors, each
orthogonal axis may be described and modeled independently. This simplifies the modeling
process for the modeler, because it is not necessary to compromise by selecting one model that
acceptably depicts all orientations. This advantage is partialy offset, by the overall computational
effort in the kriging process, because overall processing time approximately doubles. Thisis a
reasonable tradeoff, because 1) modeler time is usually more valuable than computer time, and 2)
most importantly, results are more accurate.

Class conditional indicator simulation, versus threshold conditional indicator ssmulation, doesn’t
appear to reduce model uncertainty nor improve model results, yet, it is a, valuable tool, because; 1)
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it is amore intuitive approach to defining and modeling indicator semivariograms; 2) it facilitates
testing of model sensitivity to indicator ordering; and 3) it can be argued that, although the
technique generates more order relation violations, these may more accurately represent the true
number of problem matrices in the solution. In some situations, the threshold method fails to
identify problems associated with the matrix solution.

Zonal kriging addresses a common limitation of the geostatistical method at many sites. The
sample data at many sites, do not honor the assumption of second-order stationarity, that is, the
spatial variation of the data, as described by the experimental semivariogram, varies across the site.
The zonal kriging method developed in this research automates some of the methods previously
performed manually to address this situation, and adds several new tools to cope with transitions
between zones. Again, by allowing the modeler to more accurately describe site conditions, this
technique generates more accurate site estimates.

The UNCERT software package incorporates all the methods described above in addition to other
statistical and geostatistical methods, ground water flow and contaminant transport models, and
visualization tools. This package simplifies the data handling, and the use of complex tools, thus
aiding hydrogeol ogistsin site evaluation and remediation design. It is also useful to scientists from
other scientific disciplines.

7.2: Recommendations for Future Work

There are several aspects of this research that could be further developed. Some relate to how the
methods were tested and evaluated, while others relate to limitations of the methods themselves.

First, the methods developed here are tested and evaluated under the premise that if uncertainty is
reduced, ground water flow and contaminant transport model results will be more accurately match
site conditions. This is a reasonable supposition, but it may not be true. Intuitively, a model with
less uncertainty better describes true site conditions. The model results from these techniques
should be tested using flow and transport models at controlled sites, to test this premise. The
guestions to ask are: 1) do these methods produce more consistent and more accurate results, 2) do
they help reduce uncertainty in defining contaminant migration pathways, and 3) when inverse
parameter estimation methods are implemented, are the sensitivities for the estimated parameters
reduced?

Two other issues that should be further researched relate specifically to the class and threshold
conditional simulation methods. It is argued that, although the results between the methods are not
identical, the methods produce substantially the same results. This conclusion is based on two
observations. Oneis that the differences between the methods are approximately equivalent to the
differences using the same method, with a different indicator ordering. Because ordering is
arbitrary, theoretically it should not affect model results, however, there were small, local,
differences for the limited number of simulations calculated (50 to 200). It would be useful to test
and confirm that the differences due to indicator ordering, or class vs. threshold techniques, become
smaller as the number of simulations is increased, possibly to 1000 or more. This was beyond the
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scope of this research due to limited computing facilities. The second observation related to the
model differences, involves the significant differences in methods for resolving the order relation
violations in the class and threshold simulations. Some of these differences can probably be
eliminated, but they cannot be completely eliminated due to the nature of the two approaches.

Finally the procedure for handling gradational and fuzzy transitions between zones is simplistic,
but functional. When acell is estimated, points from neighboring zones may be used in the kriging
calculation. The equation used to described the spatial variance between the sample point and the
cell being estimated, is the semivariogram model for the zone in which the cell is located. This
disregards 1) the relative amount of separation distance in each zone, and 2) the possibility that a
sharp bounding zone separates the point and the cell. These conditions were ignored for
computational efficiency, but most importantly, due to concerns that the kriging matrix could no
longer be guaranteed to be positive definite. Thislast issue however was not explored, but could be
investigated in future work.
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APPENDIX A UNCERT AND UNCERT
USER SMANUAL

The UNCERT software package and User's Manual (Version 1.20) are contained on the CD-ROM
at the back of the dissertation. UNCERT is still a growing software package though, and |
recommend that if you want to use it, you download the most recent version from the ftp site
described below. Theinstructions below are designed for someone downloading the software from
the internet using anonymous ftp. Special instructions for retrieving the software from the CD-
ROM will be described initalics.

Al: Information and Comments:

Thisis a freeware software package, so there is little technical support. However, we are trying to
make this package as useful as possible, and if you have questions or comments contact Bill Wingle
at:

e-mail wwingle@mines.edu
or

Department of Geology and Geological Engineering
Colorado School of Mines

Golden, Colorado 80401

(303) 273-3905

(303) 273-3859 (FAX)

If you find software bugs, or better yet, fix software bugs, please contact us so that we can improve
future releases.
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Al1l: Warranty:

The UNCERT package, the program modules within, and the user’s manual are distributed in the
hope that they will be useful, but WITHOUT ANY WARRANTY. No author or distributor accepts
any responsibility to anyone for the conseguences of using them or for whether they serve any
particular purpose or work at all, unless stated so in writing by the authors. No author or distributor
accepts responsibility for the quality of data generated, nor the damage to existing data. Everyoneis
granted permission to copy, modify, and redistribute the UNCERT package, but only under the
condition that the copyright notice in the software remain intact. The software is provided “as is’
without express or implied warranty.

A2: Hardware/ Operating System Requirements:

The UNCERT software package was written in ANSI C and FORTRAN (very little) using X-
windows and motif under the UNIX operating system. Currently the software has been tested on
IBM-RISC 6000, Dec Alpha, Data General (so I'm told), HP, Linux, Silicon Graphics (SGI), Sun
OS, Sun Solaris, and SCO UNIX workstations with 8-bit color graphics cards. The software was
written to be easily ported, and where possible follows ANSI-C standards. To use this software you
must have:

1. UNIX operating system computer.

2. ANSI C compiler and a FORTRAN compiler (A FORTRAN to C preprocessor is
available upon request). These must be 32-bit compilers. The new 64-bit compilers
break the software.

3. X-windows Release 4+ and motif Release 1.1+ window manager.

4. X-windows and motif development packages (used at compile time to build X-
windows/motif interfaces).

5. 8-bit color graphics card (allows 256 colors simultaneously).

6. 16 MB’s of RAM.

7. 35 MB’s of free Hard Disk space.

A3: Acquiring Software:

The software may be acquired on the internet, by using one of the following anonymous ftp or http
addresses:

ftp://uncert.mines.edu/
http://uncert.mines.edu/

For anonymous ftp, the UNCERT software is stored in the directory:

/pub/uncert
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A3: Acquiring Software:

In this directory, releases with executables are available for several UNIX platforms, but only the
file:

uncert.ver_###.tar.Z
is guaranteed to be current. | have limited access to most platforms, and all versions may not be
current. Check the dates on the files. The file “uncert.ver_###.tar.Z” contains the full UNCERT

release, but no executable files. You will have to compile UNCERT yourself if you retrieve thisfile.
The UNCERT User’'s Manual islocated in:

/pub/uncert/manual/
There are also several useful filesin:
/pub/misc

that may be useful. These include public domain and shareware programs available from other
locations on the internet. These versions may not be the most recent, but they may save you time
trying to locate them elsewhere. These files include f2c (a FORTRAN to C preprocessor), gcc (an
ANSI C compiler. You need a C compiler to build it), gs (a Postscript previewer), xv (a GIF/JPEG
viewer), and gzip (a good compression utility). There are other files too.

A typical anonymous ftp session might look like:
your prompt > ftp uncert.mines.edu

user name: anonymous
password: (your e-mail address, e.g., wwingle@mines.edu)

ftp > binary

ftp > cd /pub/uncert

ftp > get uncert.ver_1.20.tar.Z
ftp > quit

If you want to recover UNCERT from the CD-ROM, there are several steps you must follow. You
may need to have root privilege to mount and unmount the CD-ROM.

1). Mount the CD-ROM. On IBM RS-6000 workstations, you must have root permission.
Use the following commands:

prompt> su -

prompt> mkdir /cdrom
prompt> mount -v ‘cdrfs’ -p” -r”’ /dev/icdO /cdrom

2). Install UNCERT. The full UNCERT (IBM-RS6000) release is located in the /cdronv
uncert/ directory. All files are directly accessible; they are not tarred or compressed.
You can now copy it to your computer. For example:

prompt> cd /usr/local
prompt> cp -pR /cdrom/uncert uncert
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You do not have to install UNCERT in /usr/local. Thisisa common location however.
3). Unmount CD-ROM. Thiswill have to be done as root also.
prompt> unmount /cdrom

If you are using a system other than an IBM-RS6000 , the commands for mounting and
unmounting the CD-ROM may vary. Consult your system administrator. You will also have to
recompile UNCERT. Instructions are given below for compiling UNCERT on different UNIX
systems.

A4: Installation:

Once you have downloaded the UNCERT software there are several steps you need to follow to
install UNCERT: 1) Unpack the software, 2) compile al the UNCERT modules (This step can to
skipped if you downloaded a version with executable), and 3) set up user accounts.

A4.1: Unpacking the Software:

Once you have downloaded the UNCERT package file, move it to the directory above where you
want UNCERT stored (e.g. /usr/local). To unpack UNCERT type:

uncompress uncert.tar.Z
tar xvf uncert.tar

(On Linux computers use: "gzip -d uncert.tar.Z' instead of uncompress)

This will uncompress and un-tar UNCERT. During the tar process, al files will be put in their
appropriate locations. If you get warning that directories cannot be created, you will need to
download a script file called mk_uncert_dirs. This script also needs to be executed from the
directory above where you want UNCERT stored. After running this command, execute the tar
command given above again.

A4.2: Compiling UNCERT:
At this point you should read the README filein the uncert directory.

If you did not download a file with executables, or you have trouble with the executables you did
download (e.g. cannot find a shared library ..., etc.), you will have to compile UNCERT. Once the
files are unpacked, change directories to the uncert directory, for example:

prompt > cd /usr/local/uncert

If you are not running on an IBM RS-6000 computer, you will need to setup the Makefile'sfor each
module. Thisisdone using the following command (select the appropriate command based on your
system):
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A4: Installation:

prompt> set_make ibm: IBM RS6000
prompt> set_make hp: HP

prompt> set_make sun: Sun OS

prompt> set_make sol: Sun Solaris
prompt> set_make sgi: Silicon Graphics
prompt> set_make sco: SCO

prompt> set_make linux: Linux/Slackware

If your machine type is not listed, you will probably need to modify each Makefile in the
directories:

?luncert/src/*

This will mainly involve defining where the X-windows and motif library and include files are
located. You may aso have to define your C and FORTRAN compilers. Once the Makefile's are
correctly defined, type:

prompt> build

This script will go into each ?/uncert/src directory and try to make each program. This may or may
not work. Several things can go wrong.

1. The Makefile's do not have the right libraries specified. See if there is a Makefile
specific to your machine (e.g. Makefile.ibm). If there is, copy it to “Makefile” If a
correct Makefile does not exist, you may have to determine which libraries are missing.

NOTE: on some computers library order isimportant.

2. You do not have an ANSI C compiler, or your compiler is named something other than
“cc” If you have compiler other than “cc,” set the variable “CC” to your compiler
name. If you don't have aANSI C compiler, you can get gcc from our ftp site. gccisa
shareware C and C++ compiler. It may take some effort to compile. Note: our posted
version is not the most recent version.

3. You do not have a FORTRAN compiler or your compiler is named something other
then “xIf” (or “f77"). If you have a compiler other than “xIf” (or “f77"), set the
variable “F77" to your compiler. If you don't have a FORTRAN compiler, you can get
f2c from our ftp site. It isashareware FORTRAN to C conversion program. You then
compilethe C. Contact me (Bill Wingle) if you have this problem. I'm still working on
an instruction set.

4. The FORTRAN compiler does not recognize the -gextname compile option. Delete it.
Thisisan IBM FORTRAN/C compile option.

5. In block, you cannot find su.h, segy.h, libcwp.a, libpar.a, or libsu.a. Remove the -DSU
compile option. This is an option to compile SU (Seismic UNIX) which most users
probably won't have.

Once you get the Makefile's corrected, you can type “make” in each src directory, or you can type
“build” from the ~/uncert directory.
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NOTE: When you start to port the code, you must do a make in the ?/uncert/src/Xs
directory first. This builds the library libXs.a which most of the programs depend
on. You can then move to any of the other src directories and start compiling
code.

If you are compiling on a non-supported system, | doubt that you will have to make more than a
few changes to get the UNCERT modules compiled. There are a couple of important notes though.

1. Many of the program directories repeat the same files. These are common tool object
files that will eventually go into a single library. Unfortunately | can't keep al of the
files current as | develop UNCERT, therefore, from directory to directory, files may
vary slightly and be incompatible. This means that if you find a problem in acommon
file, you need to change each file, not copy the fixed file to the different directories.

A4.3. Setting Up User Accounts:

To run the programs correctly, each user will have to have several environment variables defined in
their login file (ksh -> .profile, csh -> .cshrc, etc.). If you use ksh, they are defined as follows:

export UNCERT=/usr/local/uncert
export PATH=$PATH:SUNCERT/bin

export UNCERT_TMPDIR=/tmp

export UNCERT_HELP_DIR=$UNCERT/help/
export XAPPLRESDIR=$UNCERT/app-defaults/
export WWWVIEWER=xhelp

If you use csh, they are defined as follows:
setenv UNCERT /usr/local/uncert
setenv PATH $PATH:$UNCERT/bin

setenv UNCERT_TMPDIR /tmp
setenv UNCERT_HELP_DIR $UNCERT/help/
setenv X APPLRESDIR $UNCERT/app-defauits/
setenv WWWVIEWER=xhelp

If you use another shell, you may have to modify the syntax dlightly. On some systems
XAPPLRESDIR can be replaced with (ksh):

export XUSERFILESEARCHPATH=$X USERFILESEARCHPATH: \
SUNCERT/app-defaults/%N

On SGl's you must make this substitution. In general, if your platform supports this option, it is
better than X APPLRESDIR.

You must also define ahelp browser. If you do not define a browser, you will till have on line text
help, but no graphics for figures. We are currently developing the xhelp package, but we
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A4: Installation:

recommend you use netscape (Netscape Communications Corporation) or Mosaic (NCSA). These
viewers may be downloaded from:

http://home.netscape.com/
http://www.ncsa.uiuc.edu/SDG/Software/M osai c/NCSAM osai cHome.html

A version aMosaic (old) may be downloaded from our anonymous ftp siteif you do not have aweb
browser. The ftp site and file are:

uncert.mines.edu
/pub/misc/xmosaic-2.5.tar.gz

At this point netscape has more features, but it is a commercial application, though they have been
letting educational institutions use unlicensed versions. To define a browser other than xhelp,
modify the WWWVIEWER environment variable described above with one of the following
commands:

export WWWVIEWER=/usr/local/netscape
export WWWVIEWER=/usr/local/Mosaic

setenv WWWVIEWER=/usr/local/netscape
setenv WWWVIEWER=/usr/local/Mosaic

At this point the UNCERT software should be installed, compiled and ready for use. In order to set
some of the environment variables it is suggested that you logout and then login before you try to
run the applications.
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APPENDIX B SAMPLE DATASETS

The data sets used in this research are contained on the CD-ROM at the back of the dissertation.
Thesefiles are accessible from UNIX systems (see mounting instructionsin Appendix A) and from
DOS/M S-Windows computers with CD-ROM drives. The files for each chapter are located in the
following directories:

Chapter 2: Jackknifing and L atin-Hypercube Sampling
/dataljackknife; synthetic test case
Chapter 3: Variation of the Semivariogram Models With Direction

/dataldirect/test; synthetic test case
/dataldirect/rma; Rocky Mountain Arsenal test case

Chapter 4: Classvs. Threshold Indicator Simulation

/datalclassltest; synthetic test case
/datalclass/survey; CSM Survey Field test case

Chapter 5: Zonal Kriging

/datalzone/test; synthetic test case
/datalzonelyorkshire; Yorkshire, England test case
/data/zone/survey; CSM Survey Field test case

Chapter 6: UNCERT

/uncert; full UNCERT distribution
/uncert/html/index.html; on-line UNCERT Users's Manual

NOTE: The filenames follow UNIX naming conventions. On DOS and MS-Windows
3.11 (or older) systems, filenames may be truncated or modified.

Descriptions of each data set are contained in README filesin each directory.
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